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MOVE OVERVIEW

Nutanix Move (Move) is a cross-hypervisor mobility solution to migrate virtual machines (VMs) and files with
minimal downtime.

Move supports VM migration from the following sources to targets, where first platform is the source and second
platform is the target.

VMware ESXi (legacy infrastructure or Nutanix) to AHV
VMware ESXi (legacy infrastructure or Nutanix) to VMware ESXi on Nutanix
VMware ESXi to Nutanix Cloud Clusters (NC2) on AWS

VMware ESXi to NC2 on Microsoft Azure
Microsoft Hyper-V to AHV

Microsoft Hyper-V to VMware ESXi on Nutanix
Microsoft Hyper-V to NC2 on AWS

AWSEC2 to AHV

AWS EC2 to VMware ESXi on Nutanix
AWSEC2 to NC2 on AWS

Microsoft Azure Cloud to AHV

Microsoft Azure Cloud to VMware ESXi on Nutanix
Microsoft Azure Cloud to NC2 on Azure
Nutanix AHV to Nutanix AHV

Nutanix AHV to AWS EC2

Nutanix AHV to Microsoft Azure Cloud

Nutanix AHV to NC2 on AWS/Azure

NC2 on AWS/Azure to Nutanix AHV

NC2 on Azureto NC2 on Azure

Since the infrastructure underneath is different, a small downtime is incurred during cutover from any of the
preceding sources to targets.

Note:

e Asapart of thisworkflow, a service disruption is expected during cutover.

* By default, Move uses the internal network of 172.17.0.0/16. The IP address assigned to DockerQ is
172.17.0.1. If you want to change the default Docker bridge IP address, refer to KB-7135 for more

information.

Apart from VM migration, Move also supports the migration of files from external file serversto Nutanix file servers.

Move Architecture

Moveis a distributed application which supports mobility from multiple sources such as ESXi, Hyper-V, AWS,
Azure, and AHV.

NUTANIXX
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Figure 1: Distributed Architecture of Move

Components of Move

The preceding diagram depicts the distributed architecture of Move which has the following components.

« Nutanix Move: VM, which orchestrates the migration and can be accessed using the Move CLI or Move Ul.

« MoveAgent (only for Hyper-V migrations): A Move agent service is deployed on the Hyper-V host. This Move
agent communicates with the Source Agent and interfaces with the source VMs on the Hyper-V host to facilitate
the migration.

Note: Move 3.7.1 and later versions support TLS 1.1 and TLS 1.2. If any operating system does not support TLS 1.1
and above, update the operating system with an appropriate patch before the migration or perform data only migrations
for such VMs.

Move Components in various Migration Paths

The Move components are used in the following ways during various types of migration:

e VMware ESXi to Nutanix AHV

When you are moving VMs from ESXi to AHV, Nutanix Move directly communicates with vCenter (vCenter is
the management interface for the VM s running on the ESXi hypervisor) through the Management Server and the
Source Agent. VMware Tools should be installed on the source VMs. The Source Agent collects information from
the VMware library about the VMs being migrated.

* VMware ESXi on legacy infrastructureto VMware ESXi on Nutanix

When you are moving VMs from VMware ESXi on legacy infrastructure to VMware ESXi on Nutanix, Nutanix
Move directly communicates with Prism (management interface for the VMs running on AOS) through the
Management Server and the Source Agent.

e Microsoft Hyper-V to Nutanix AOS

When you are moving VMs from Hyper-V to AOS, a Move agent service is deployed on the Hyper-V host. Move
agent communicates with the Source Agent and interfaces with the source VMstto facilitate migration, works with
Hyper-V host to take snapshots and transfers data from source to target. Move agent is also used for collecting
source inventory.
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AWSEC2 to Nutanix AOS

When you are migrating EC2 instances from AWSto AOS (AHV and ESXi), the Amazon Elastic Block Store
(EBS) direct APIs are used to establish a connection between AWS and Nutanix Move. For data transfer for
the VM being migrated (EC2 Instance), Move takes snapshots of the EBS volumes of the VMs. The data path
connection between the Amazon EBS direct APIs and Nutanix Move are used to transfer data from AWS to the
target Nutanix cluster.

Note: Nutanix converts the source VM disksto AHV format.

After the migration of the VM from the source to the target, Move deletes all EBS volume snapshots that were
taken by it.

Note: No other copies of the data are stored by Move.

Nutanix AHV to AWSEC2

When you are moving VMs from AHV to AWS, Nutanix Guest Tools should be installed on the source VMs.
EBSdirect APIswill be used for writing datain the AWS. Prism V2 APIs are used for collecting the inventory,
and Prism V3 APIs are used for managing the snapshot life cycle and querying the change block area.

Microsoft Azureto Nutanix AOS

When you are migrating a VM from Azure Public Cloud to Nutanix AHV, the Azure Page Blob APIs are used to
establish a connection between Azure and Nutanix Move. Nutanix Move leverages Azure AD & Graph service
(service principals) for authentication. For the actual transfer of data for the VM being migrated (guest VM),
Move takes snapshots of the managed disks of the VMs. The datais securely transferred to the target Nutanix
cluster using a SAS (Shared Access Signature) URI that is generated by Nutanix Move when taking snapshots.
Nutanix Move groups the snapshots taken by it using a custom resource group created for each VM. These
resource groups are cleaned up automatically after the completion of the migration. Automatic preparation of the
VM is supported by Azure Guest Agent and uses artefacts hosted on a public Azure storage account by Nutanix.
Access to these public storage account uses internal routing policy of Microsoft which does not require traffic
over the internet for added security.

Note: Nutanix converts the source VM disksto AHV format

After the migration of the VM from the source to the target, Move deletes all managed disk snapshots that were
taken by it.

Note: No other copies of the data are stored by Move.

Nutanix AHV to Nutanix AHV
Move supports migrations from Nutanix AHV to Nutanix AHV.
Nutanix AHV to Microsoft Azure

When you are migrating aVM from Nutanix AHV to Microsoft Azure, Move provides the flexibility to migrate
workloads between on-prem and public cloud.

Files Server (SMB/NFS) to Nutanix Files Server

When you are migrating files from external SMB/NFS files server to Nutanix files server, Move directly
communicates with the target Nutanix files server through the management server and the files agent. Move uses
the migration capabilities of the Nutanix files servers to perform the migration.

Move Operations

Y ou can perform the following operations with Move.

Migrate powered on or powered off virtual machines (VMs).

NUTANIDX Move | Move Overview | 10



» Pause and resume migration.

» Schedule data seeding.

« Manage VM migrations between multiple clusters from a single management interface.
« Sort and group VMs for easy migration.

* Monitor progress of migrations for individual VMs as well as migration plans.

e Cancedl in-progress migration for individual VMs.

« Migrate al AHV-certified guest operating systems.

For more information about the supported guest operating systems on AHV, refer to Compatibility and
Interoperability Matrix. It also indicates whether an operating system is community-supported, legacy, or
deprecated on AHV.

Move Software Package

Move software package contains Move ZIP file for AHV, Offline upgrade package, and Move OVA file for
ESXi.

Y ou can download the Move software package from the Nutanix Support Portal.

Note: ver si on- nuber inthe utility name is the version number of Move.

Table 1: Move ZIP file for AHV: move-<version-number>.zip
The Move software package is delivered as a zip file, which contains the following contents.
Utility name Description

. Cli-darwin-amd64-ver si on- nunber Deployer utility for the following operating systems:

e Cli-linux-amd64-ver si on- nunber * macOS
 Cli-windows-amd64-ver si on- nunber .exe * Linux
e Windows
move-ver si on- nunber .qcow2 Base disk image
move-ver si on- nunber .qcow2.md5 Base disk image checksum

Table 2: Move Offline Upgrade Package: move-offline-upgrade-<ver sion-number >.zip

Utility Name Description

. Cli-darwin-amd64-ver si on- nunber Deployer utility for the following operating systems:

* Cli-linux-amd64-ver si on- nunber * macOS
« Cli-windows-amd64-ver si on- nunber .exe e Linux
¢ Windows
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Utility Name Description

move-offline-upgrade-ver si on- nunber .tar.gz This offline upgrade package is for upgrading
Move VM to the latest available version without

connecting to the Internet by uploading the binary.

Table 3: Move OVA file for ESXi: mmove-<ver sion-number >-esxi.ova

Utility Name Description

move-ver si on- nunber -esxi.ova The Move OVA file for ESXi is used to deploy Move
on the ESXi target by uploading this file through
the ESXi host client, vCenter client, or Virtual
Infrastructure Client (VI Client).

Supported AOS, ESXi, and Hyper-V Version

For more information about the supported AOS, ESXi, and Hyper-V version with Move, refer to the Supported AOS,
ESXi, and Hyper-V Version section in the latest version of the Move Release Notes in the Nutanix Support Portal.

Port Requirements

For information about the port requirements for Move, refer to Ports and Protocols.

Unsupported Features

This section lists the unsupported features of Move.

« IPV6
e VM names with non-English characters.
e VM names with single and double quotes.

* Windows VM installed with running antivirus software. Antivirus software prevents the installation of the VirtlO
drivers.

» Guest operating systems with deduplication enabled.
« Incaseof Hyper-V source VMs, logical 4K aligned VHDX images are not supported.

Migration Limitations
This section lists the limitations for migration from ESXi and Hyper-V.

The following migrations are not recommended, but can be performed with some limitations.

» Exchange should be migrated by installing newer versions of Exchange Server in parallel with existing production
environments, then move user mailboxes from the old system to the new one.

e Domain Controllers should be migrated by preparing a new domain controller, and then migrating the Flexible
Single Master Operations (FSMO) roles.
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* Move migrates database VMs similar to any other VMs; however, the migration happens at the VM level, not the
application level. Move will not perform any application-level changes, disk layout updates, or best practices on
the migrated VM.

Nutanix recommends you to apply Nutanix best practicesto create additional vDisks and rebalance data across
those disks to take advantage of the parallel nature of Nutanix distributed storage. For Nutanix best practices, refer
to Solutions Documentation.

« Timetaken for migration depends on the size of the VM, data churn rate within the VM during migration, and
network bandwidth/connectivity between source and on-prem data center.

* VMsmanaged by Citrix Hypervisor are known to have issues after migration.
* Migration to Metro clustersis not supported.

« For migrating Prism Central (PC) instances deployed on ESXi or AHV hypervisors on Nutanix, use the Prism
Central-Disaster Recovery feature. Move must not be used for the migration of PC instances.

Move can be used to migrate PC instances only if the following are true:

* ThePC instances are deployed on non-Nutanix ESXi environment.

e PCversion is 2022.6 and older, with Microservices Platform (MSP) disabled.
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MOVE DEPLOYMENT

Nutanix recommends to deploy Move in the AHV or ESXi cluster by using Prism Element Ul. Once the
deployment is successful, you can log on to Move to perform the migration.

Note:

* Asabest practice, it isrecommended to deploy Move on the target cluster (AHV or ESXi on AOS).

» Deployment of Move in Prism Central is not supported using Move CLI. If aPrism Element is
registered to Prism Central, | P address of the Prism Element can be used to deploy Move using Move
CLI.

e For migration from any source (ESXi, Hyper-V, and AWS) to AHV target and from any source (ESXi,
Hyper-V, and AWS) to NC2 on AWS target, Move should be deployed on the same destination target
cluster where the VMs need to be migrated. However, for migrations from ESXi, we recommend to
deploy Move on source (ESXi) if you want to migrate across geographical locations or if the latency
between the source (ESXi) and the target (considering Move is to be deployed on AHV) is more than
200 ms.

Downloading Move and Invoking Move CLI

To get started with Move, you can first download and invoke Move CLI on the target cluster, and then
deploy Move. If you are migrating to multiple AHV clusters, then you can deploy Move on any of the target
clusters.

About this task
Note:

e MoveCLI supports AHV Prism Element only.

* UseTab to automatically complete the parameters. Press Tab to see the command completion, and
press Tab again to enter the completion mode.

» Enter help along with any command, for information to display options for that command.
To download and invoke the Move CLI, do the following:
Procedure

1. Download the Move software package from Nutanix Support Portal.
2. Extract the zip file on your workstation.

3. Openthelocal CLI of your operating system.
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4. Browseto the extracted folder location and run the following command.
$ binary_name -c cluster_virtual _i p_address
Replace the bi nar y_name with the name of the binary for your operating system.

For more information, refer to Move Software Package on page 11.

Note: The binaries for each operating system are similar to the following.

e macOS:./cli-darw n-and64-ver si on- nunber
¢ Windows: cl i - wi ndows- and64- ver si on- number

e Linux:./cli-Iinux-anmd64-version-number

Replacecl ust er _virtual _i p_address withthe FQDN or the IP address of the cluster.

Note: Usethe- u parameter to log on. For more information, run the command . / bi nary_nane - - hel p.

Note: Thisaddressis either from Prism Element or the cluster VIP obtained from Prism. Prism Central is not
supported in Move.

An example command looks like the following with the subsequent parameters.

L]

macOS deployer utility

AHV cluster

IP address; 10.1.1.100
$ ./cli-darwi n-and64-3.3.1 -c 10.1.1.100

The Move CLI appears.

What to do next

You can deploy Move VM once the CLI is invoked. For more information, refer to Deploying Move on AHV
(CLI) on page 15

Move Deployment on AHV
Nutanix recommends to deploy the Move VM on the AHV target through CLI or Prism Element Ul.
Note: Asabest practice, it is recommended to deploy Move on the target cluster (AHV or ESXi on AOS).

Deploying Move on AHV (CLI)

Nutanix recommends deploying the Move VM on the AHV cluster to which you want to migrate the VMs.
By default, DHCP is supported. Deploying the Move VM creates, uploads, and starts the Move VM. When
you invoke the depl oy- vmcommand from the Move CLI with right set of options, the utility uploads the
QCOW?2 image in the target cluster, and deploys the Move application.

About this task
Note:

e Move deployment through CL1 is not supported for ESXi on Nutanix.
« While deploying Move VM by using the CLI, use the Prism Element admin user credentials.
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* Network should support DHCP. If the network only supports static IP address, Move tries to fetch the IP
address and if an IP address is not found, the deployment fails and you will be prompted for a clean up.
If you select Y, complete cleanup is performed. If you select N, Move VM deployed will not be deleted.

Following is an example of using a static |P address for deployment:

» depl oy-vm vm cont ai ner DM Nutest _Ctr vm network static

Image is already present as a local file ./nove-3.6.2.qgcow2, nothing to
downl oad. . .

I mmge Downl oad conplete... [CK]

Creating imge. ..

Upl oading file ./nove-3.6.2. gcow2

I mge upl oad for Nutanix-Mve conpl eted [ K]

VM Depl oynment conpl et ed [ OK]

VM Power on conpl eted [ OK]

Ti med out querying for 'Nutanix-Mve' to get |P address

Ti med out querying for 'Nutanix-Mve' to get |P address [ ERROR]

Do you want to performcleanup ? (y/N):

If DHCP is not supported, refer to Assigning a Static IP Address to Move on page 24 or
Deploying Move on AHV (Prism Element Ul) on page 17.

e Move VM CLI deployment can show that the | P address query failed, but Move VM is up and running.
If Move VM isnot alotted an |P address, contact Nutanix Support and refer to KB 6701.

* UseTab to automatically complete parameters. Press Tab to see the command completion, and then
press Tab again to enter the completion mode.

To deploy Move VM on AHV, do the following:
Procedure

1. OpentheMoveCLI.

Refer to Downloading Move and Invoking Move CLI on page 14 for instructions about how to invoke the
Move CLI.

2. To deploy the Move VM, run the following command, and press Enter.

<cl uster-nanme i p> >> depl oy-vm vm cont ai ner st orage_contai ner vm
networ k virtual _machi ne_net wor k

<cl ust er - nane i p> isthe cluster name and IP address of the cluster. This prompt is displayed automatically.

Replace st or age_cont ai ner with the name of the storage container.
Note: To view alist of available storage containers, press Tab after depl oy- vm vm cont ai ner.

Replacevi rt ual _machi ne_net wor k with the VM network name.
Following is an example of deploying Move VM with DHCP:

>> depl oy-vm vm cont ai ner User Cont ai ner - New vm net wor k Dynami c- Pool - 10
Note: While deploying with DHCP if the | P address is not found, the deployment fails and you will be prompted
for aclean up. If you select Y, complete cleanup is performed. If you select N, the deployed Move VM will not be
deleted and you can later refresh to assign an | P address.

Successful completion creates, uploads, and starts the Move VM.
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What to do next

You can access the Move Ul. For more information, refer to Logging in to Move Ul on page 21. If DHCP
is not enabled, refer to Assigning a Static IP Address to Move on page 24.

Deploying Move on AHV (Prism Element Ul)

You can deploy the Move VM from the Prism Element Ul. Deploying the Move VM creates, uploads, and
starts the Move VM.

Before you begin

Download the Move software package from the Nutanix Support Portal.

For more information, refer to Move Software Package on page 11.

About this task

Note: To deploy the Move VM, you must use the qCOW?2 image.

To deploy Move VM on AHV from Prism Element Ul, do the following:

Procedure

1
2.

Log on to the cluster on which you want to deploy Move by using your Prism Element admin credentials.
Click the gear icon pull-down list of the main menu.

Click Image Configuration.
The Image Configuration window is displayed.

To upload an image file to the cluster, click the + Upload Image button.
The Create |mage window appears. Do the following in the indicated fields:

a. Name: Enter aname for the image.
b. Annotation (optional): Enter a description for the image.
c. Image Type (optional): Select the Disk image type from the pull-down list.

d. Container: Select the storage container to use from the pull-down list.

Thelist includes all containers created for this cluster. If there are no containers currently, a Create
Container link appears to create a container.

e. Image Source: Do one of the following:

» From URL: Click this option to import the gCOW2 image from the Internet. Enter the appropriate URL
addressin the field.

» Upload a file: Click this option to upload agqCOW?2 file from your workstation. Click the Choose File
button, and then select the Move gqCOW?2 image to upload from the file search window.

f. When all thefields are correct, click the Save button.
The Create | mage window closes and the | mage Configuration window reappears with the new image
appearing in the list.

Note: To verify, you can see the image upload progress in the Recent Tasks drop-down of the main menu.

GotoHome > VM.
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6. Click + Create VM
The Create VM window appears.

7. Completethe indicated fields for creating aVM.

* Name: Enter aname for the VM.
» Description (optiona): Enter a description for the VM.
* Timezone: Select the timezone of the VM as UTC.

* Use this VM as an agent VM: Select this option to make this VM as an agent VM.

Y ou can use this option for the VMs that must be powered on before the rest of the VMs (for example,
to provide network functions before rest of VMs are powered on the host) and must be powered off and
migrated after rest of the VMs (for example, during maintenance mode operations).

*  VvCPU(s): Enter the number of virtual CPUs to allocate to thisVM.
* Number of Cores per vCPU: Enter the number of cores assigned to each virtual CPU.

* Memory: Enter the amount of memory (in GiB) to allocate to this VM.

Note: The new VM must meet the following minimum configuration.

e vCPU for each Core: 2
e Number of Cores: 2

* Memory: 8 GB

8.  Select the appropriate option under Boot Configuration.
9. Remove the current CDROM disk by clicking the X next to the CDROM.

10. Click + Add New Disk and select Operation > Clone from Image Service, and then in the Image drop-
down, select the uploaded image. Click Add.

11. Click + Add New NIC under Network Adapters (NIC). Select the network namein the Subnet Name
drop-down menu and then select the appropriate option in Network Connection State drop-down menu.
Click Add.

The NIC appears under Network Adapters (NIC) tablein the Create VM window.

Note:

e NIC connected to the appropriate VM network - make sure that the Move VM can connect to both
source vCenter Server aswell astarget AHV cluster over this network. After selecting the network
on the Create NIC dialog box, you can provide a static | P address. Y ou must provide a static |P
addressif the network has | P address management enabled and no DHCP pool is defined for it.

* You can ping the Move VM to determine if the VM is present on the network, or for any other
troubleshooting purposes.
12. Click Save.
13. Click the Table view and locate and select the new VM, and then click Power On.

14. Wait for the VM to detect an | P address.
The new Move VM is powered ON.
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What to do next

You can access the Move Ul. For more information, refer to Logging in to Move Ul on page 21. If DHCP
is not enabled, refer to Assigning a Static IP Address to Move on page 24.

Move Deployment on ESXi

Nutanix recommends to deploy Move on the ESXi target by uploading the Move OV A file through the ESXi host
client, vCenter client, or Virtual Infrastructure Client (V1 Client).

Note: Asabest practice, it is recommended to deploy Move on the target cluster (AHV or ESXi on AOS).

Deploying Move OVA (ESXi Host Client)
You can deploy Move OVA through the ESXi Host Client for migrating VMs from ESXi to ESXi.

Before you begin

Download the Nutanix Move OV A file from Nutanix Support Portal.

About this task
To deploy Move OV A through the ESXi Host Client, do the following:

Procedure

1. Logonto ESXi Host Client.

2. Right-click Host in the VMware Host Client inventory, and then select Create/Register VM.
The New Virtual Machine wizard opens.

3. Onthe Select creation type page of the wizard, select Deploy a virtual machine from an OVF or OVA file,
and then click Next.

4. Click the blue pane, and select the Nutanix Move OV A file to deploy, and then click Open.
Thefile you have selected is displayed in the blue pane.

5. Enter the VM name, NIC, and other required details, and then click Next.
6. Click Finish.

Note: Depending on your network speed, the deployment can take up to 10 minutes or more.

The Move VM in now deployed.

Deploying Move OVA (vCenter Client)
You can deploy Move OVA through the vCenter client for migrating VMs from ESXi to ESXi.

Before you begin

Download the Nutanix Move OVA file from Nutanix Support Portal.

About this task
To deploy Move OV A through the vCenter client, do the following:

Procedure

1. Logonto vCenter.
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2. Click Deploy OVF Template.
3. Browse the Nutanix Move OVA file, and then click Next.
4. Enter the name of the VM, NIC, and other required details, and click Finish.
Note: Depending on your network speed, the deployment can take up to 10 minutes or more.

A success message appears when the Move VM is deployed.

Deploying Move OVA (VI Client)
You can deploy Move OVA through the VI client for migrating VMs from ESXi to ESXi.

Before you begin

Download the Nutanix Move OVA file from Nutanix Support Portal.

About this task
To deploy Move OVA through the VI client, do the following:

Procedure

1. Log onto vCenter or ESXi host.

2. Click File > Deploy OVF Template.

3. Browse the Nutanix Move OVA file.

4. Enter the VM name, Data-store, Disk Format, and Network-Mapping details.

5. Click Finish.

Note: Depending on your network speed, the deployment can take up to 10 minutes or more.

The Move VM is now deployed.
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LOGGING IN TO MOVE

You can login into Move VM by using both Move User Interface (Ul) and Command Line Interface (CLI). This
section provides detailed steps to login using both ways.

Logging in to Move Ul

Once the Move VM is deployed successfully and the Move VM is started, you can login to the Move user
interface (Ul) using the Move VM IP address or the FQDN.

Before you begin

For static IP deployment, ensure to assign static IP address to Move.

Note: For information on assigning static | P address to Move, refer to Assigning a Static IP Address to Move
on page 24.

About this task

To log on to Move Ul, do the following:
Procedure

1. Open aweb browser, enter the FQDN or |P address of the VM.
2. (First-timelog on only) If you are logging in for the first time, do the following:

a Read the Nutanix End User License Agreement (EULA) agreement, click thel have read and agree to
terms and conditions option, and then click Continue.

b. Inthe Nutanix Customer Experience Program screen, click OK.

By participating in the Nutanix Customer Experience Program, Nutanix collects non-identifying information
for product improvement. Information such as type of source and target, number of migrated VMs, Move
version, operating system type of migrated VMs.

Y ou can opt out of Nutanix Customer Experience Program from the Move dashboard after logging in.
Click the gear icon on the top-right corner, then click Experience Improvement. Clear the checkbox
Participate.

c. Inthelogon screen, set a password for the nutanix user in the Enter new password and Re-enter new
password fieldsand click Set Password.

3. Inthelogon screen, type the password of the nutanix user and press Enter.

Note: Default user of the Move Ul isnutanix.

What to do next

Once logged on to the Move Ul, you are now directed to the Move dashboard. For more information, refer
to Move Dashboard on page 26.

Accessing Move VM with SSH
You can SSH to the Move VM.

About this task
To SSH to the Move VM, do the following:

NUTANIDC Move | Logging in to Move | 21



Procedure

1. Open up an SSH terminal program.

SSH terminal program such as Terminal on the Mac or PUTTY on Windows

2. InTerminal, to SSH to the Move VM run the following command.

$ ssh <nmove vm i paddress>

3. Log on to the Move VM as the admin user.
l ogin as: admin
4. Enter the password as nutanix/4u.

Note: Asasecurity measure, first-time SSH login into Move VM with user as admin and default password
nutanix/4u requires a password change.

adm n@<nove_vm i paddress>'s passwor d:

Y ou will be logged on to the Move VM and the command prompt will changeto adni n@wove on ~ $.
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FINDING MOVE VERSION

You can find the installed version of Move from the Move UI.

About this task

To find the installed version of Move, do the following:
Procedure

1. LogontoMove.
2. Click your user namein the top-right corner.

3. Click About Move.
The Above M ove window displays the version of Move.
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INITIAL CONFIGURATIONS

Y ou can do theinitia configurations, such as changing the default password, assigning the static |P addresses and
assigning the DHCP I P address from the static | P addresses.

Changing Admin User Password

Nutanix recommends that you secure the Move VM by changing the admin user password. After the initial
log on and set up, change the password for the admin user before you SSH into the Move VM.

About this task

Note: Asasecurity measure, first-time SSH logon into Move VM with user as admin and default password nutanix/4u
requires a password change.

Caution: This password cannot be retrieved. Ensure that you keep this password in a secure location for your retrieval.
To change the admin user password, do the following:
Procedure

1. SSH into the Move VM with the admin credentials. For more information, refer to Accessing Move VM with
SSH on page 21.

2. Change the admin password by entering passwd.

adm n@<nove_vm i paddress>'s passwor d:

3. Complete the fields by entering the new password.

adm n@ove on ~ $ passwd Changi ng password for user adm n.
New passwor d:
Ret ype new passwor d:

The window displays a confirmation, passwd: al | aut henti cati on tokens updated successfully.

Assigning a Static IP Address to Move

If DHCP is not enabled, you can assign static IP addresses for the Move VM.

About this task

To assign a static IP address, do the following:

Procedure

1. Log onto the Prism Element Ul of the cluster with the admin user credentials where Move VM is deployed.
2. Goto Entity menu > Virtual Infrastructure > VMs.

3. Sdlect the VM named Nutanix-Move.

4. Open aremote console on the Move VM and log on with the Move admin user credentials.
For more information about credential details, refer to Changing Admin User Password on page 24 topic.
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5. Switch to the root user and enter the password of the Move VM.

adnmi n@ove on ~ $ rs

Note: For thefirst time, the script is run automatically when the Move CLI is launched.

6. Configurethe static IP address.

root @ove on ~ $ configure-static-ip

7. Enter the required information as shown in the following example.

Do you want to configure static |Pv4 address? (y/N)

y
Enter Static |Pv4 Address (e.g. 192.168. 1. 3)

192.168.1.5

Enter Netrmask (e.g. 255.255.255.0)

255. 255. 255. 0

Enter Gateway | P Address (e.g. 192.168. 1. 254)
192.168.1.1

Enter DNS Server 1 |P Address (e.g. 128.91.2.13)
192. 168. 1. 100

Enter DNS Server 2 |P Address (e.g. 128.91.2.14)
192. 168. 1. 101

Enter Donmain (e.g. my.dc. domain)

user . domai n. com

The static |P address is assigned successfully.

Assigning DHCP IP Address from Static IP Address

If your Move VM is assigned a static IP address, you can assign the IP address from static to DHCP.

About this task

To assign an IP address from static to DHCP, do the following:
Procedure

1. Deploy Move VM using the static network pool.

2. Launch the Move VM from the Prism Element Ul, and then check the | P address.
The IP address is not assigned.

3. Deletethe static NIC, and then add the DHCP NIC.
The IP addressis still not assigned.

4. To configure DHCP, run the following command:
root @ove on ~ $ configure-dhcp
The DHCP IP address is now assigned.
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MOVE DASHBOARD

The Move dashboard displays dynamically updated information about the migration plans for the VMs
between source and target clusters.

Dashboard Options

The dashboard includes the following options:

Environment. Displays al the added environments. Environments can be VMware ESXi, Nutanix AOS, Microsoft
Hyper-V and Amazon Web Services. Click + Add Environment to add locations to add locations for migrations
between them.

For more information, refer to Adding vCenter Server or Standalone ESXi Host Environment on
page 38, Adding a Nutanix AOS Cluster Environment on page 39, Adding an AWS Environment
on page 123, Adding Hyper-V Environment on page 79, and Adding an Azure Environment on
page 167.

Create a Migration Plan. Set up the migration plan for one or more VMs you want to migrate to the target
environment. A migration plan includes scheduling options but does not start the cutover process.

For more information, refer to Creating a Migration Plan on page 42 or Creating a Migration Plan (ESXi
to ESXi) on page 66 or Creating a Migration Plan on page 84 or Creating a Migration Plan on

page 127 or Creating a Migration Plan (AWS to ESXi) on page 147 or Creating a Migration Plan

(AHV to AWS) on page 214 or Creating a Migration Plan (Azure to AHV) on page 171 or Creating a
Migration Plan (Azure to ESXi) on page 184.

Manage an Environment or Migration Plan. Manage the existing environment or migration plans on the Move
dashboard. Y ou can Refresh, Edit, or Remove an environment, and Start, Pause, Resume, Cancel, Edit,
or Delete the migration plans.

For more information, refer to Environments and Migration Plan Management on page 259.
View Metrics. View the metrics of Move appliance health.
For more information, refer to View Metrics on page 284.

Bandwidth Throttling. Create bandwidth throttling policies to limit the bandwidth available for data transfer from
a specific source provider.

For more information, refer to Move Bandwidth Throttling on page 286.
Upgrade Software. Upgrade to a new version of Move to use the latest available features.
For more information, refer to Move Upgrade Management on page 271.

Download Support Bundle. Generate and download a support bundle that you can send to Nutanix Support for
assistance.

For more information, refer to Move Support Bundle Collection on page 292.

Experience Improvement. Participate to improve Nutanix Customer Experience.

Realtime Logs. Check the real time logs for all the Move components.

Appliance Settings. Configure settings (such as snapshot intervals) for the Move appliance.

For more information about configuring snapshot intervals, refer to Snapshot Configuration on page 290.
Events. Displays the list of events happening in Move.

Help. Opensthe latest version of the Move documentation.
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* Rest API Docs. Opens the latest version of the Move API documentation
* About Move. Check the latest version of the Move.
e Log Out. Sign out of Move VM.

View events

Add environment for Il —> . )
source and target Click to refresh, edit, or Documentation Events Nutanix

remove the environment

Upgrade or download or view logs
Environments + Add Environment

0 VMs 0 VMs 0 VMs 0 VMs 0 VMs
Start or delete Filter by
a migration Search for a migration plan progress

227 VMs + New Migration Plan Q AllPlans  * 1-50f5

Create a new migration plan

ESXi VMware vCenter

Migration Plan

O N Source and Target VMs Data Size Migrated Data Size (7) Elapsed Time Status
ame
_ Migration
AOS  AHV Prism Element O test capable ESXi to AOS 1 146 GiB Not Available om olan Not Started
60 VMs details
0O Test) ESXi to AOS 1 144 GiB Not Available om Not Started
O New Migration ESXi to AOS 1 9.40 GiB 161GiB 3m Cancelled
O mig2 ESXi to AOS 1 9.40 GIB 512 GiB 3m Cancelled

Figure 2: Move Dashboard
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MOVE MIGRATION WORKFLOW

Y ou can prepare and migrate VMs by using Move once the Move VM is deployed successfully. The steps involved
during the entire migration process are as follows:

1
2.

Log on to the Move UI.
Add environments for migration.

For more information, refer to Adding Environment section for specific environments.
Create amigration plan.

For more information, refer to Creating Migration Plan section for the specific source and target.
Prepare VMs automatically or manually.

For more information, refer to Preparing VMs Manually and Preparing VMs Automatically section for the specific
source and target.

Perform test migration or cutover for migration in target environment.

For more information, refer to Creating a Test Capable VM Migration Plan on page 248 or Performing
Cutover section for the specific source and target.

Manage migration plans.

For more information, refer to Environments and Migration Plan Management on page 259.

Note: Beforeyou migrate VMs, Move does not detect whether the source VMs have security constructs or policies
(such asvTPM, BitLocker, or encrypted vDisks) enabled on those VMs. During the creation of aVVM on the target
hypervisor (AHV), Move does not apply any security constructs or policies. Therefore, Move does not warrant the
integrity of such VMsif you decide to migrate them.
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ESXI TO AHV AND ESXI TO NUTANIX
CLOUD CLUSTERS (NC2)

Y ou can prepare and migrate VMs running on ESXi hypervisor to AHV and ESXi to Nutanix Cloud Clusters (NC2)
by using Move. For VM migration from ESXi to NC2, the target can be one of the following:

NC2 on AWS
NC2 on Azure

Move supports the following:

Migration of vDisk partitions encrypted through cryptsetup in the Linux Unified Key Setup-on-disk-format
(LUKYS) format.

(For ESXi to AHV only) Migration of vTPM-enabled VM from ESXi to AHV with Prism Central (PC) asthe
target. The minimum versions of software required are as follows:
e AOS: 6.5.2

e PC: pc.2022.9

After the migration, the configuration of the vTPM-enabled VM at the sourceis retained at the target. However,
the data that was stored in the vTPM VM at the sourceis not retained. For example, if the vTPM is enabled at the
source, it will remain enabled at the target after migration.

(For ESXi to AHV only) Migration of virtualization-based security (VBS) from ESXi to AHV. The minimum
version of AOS must be 6.5.2. VBS is known as Windows Defender Credential Guard in AHV.

Note:

e For migration from any source (ESXi, Hyper-V, and AWS) to AHV target and from any source (ESXi,
Hyper-V, and AWS) to NC2 on AWS target, Move should be deployed on the same destination target
cluster where the VMs need to be migrated. Move appliance is recommended to be deployed on the
target cluster (AHV). However, Move can be deployed on the source (ESXi) side for either of the
following:

e Your source (ESXi) and target (AHV) are across geographical locations.
e Thelatency between your source (ESXi) and target (AHV) is more than 200ms.
e For NC2 on AWS and on Azure, static IP retention is not enabled.

Migration Considerations

Y ou must consider the supported guest operating systems, requirements, recommendations, unsupported features, and
limitations provided in this section before starting the migration process.

Supported Guest Operating Systems

Move provides full migration support for some common operating systems, and data-only support for other operating

NUTANIXX

systems. Unless otherwise specified, Nutanix has qualified the following 64-bit guest operating system versions.

Full migration support migrates the data, prepares the operating system with the required device drivers and scripts
for retaining the | P addresses, and recreates the VM on atarget cluster. For full migration support in Windows, the
UAC must be disabled.
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Caution: During full migration, UAC enabled on a Windows guest breaks the workflow of Move if a built-in local
administrator user is not used for migration.

If UAC is enabled or automatic VM preparation fails for certain VM, you can choose to use manual
preparation to prepare such VMs.

Data-Only support migrates the data and recreates the VM on the target. Data-only support requires the user to install
the appropriate VirtlO drivers to each of these VMs. The following lists show the fully supported and data-only
supported guest operating systems.

For more information about the supported operating systems for the VMs created using UEFI firmware, refer to
Compatibility and Interoperability Matrix. It also indicates whether an operating system is community-supported,
legacy, or deprecated on AHV.

Note: Either Windows 7 or Windows Server 2008 R2 and earlier versions are not supported with UEFI on AHV.

Fully Supported

 Windows?7, 8,81, 10, 11
«  Windows Server 2008 R2, 2012, 2012 R2, 2016, 2019, 2022
« RHEL 6.3 (32-bit and 64-bit supported) to 6.10, 7.0-8.7, 9.0-9.2

Note: RHEL 6.3 is supported only with IDE as the disk controller.

e CentOS 6.3 (32-bit and 64-bit supported) to 6.10, 7.0-8.3

Note: CentOS 6.3 is supported only with IDE as the disk controller.

* Ubuntu Server and Desktop 12.04.5, 14.04.x, 16.04.x, 16.10 (32-bit and 64-bit supported)
* Ubuntu Server 12.0.4, 18.04, 19.04, 20.04

* FreeBSD 9.3and 11.0

» SUSE 11 SP3-SP4, SUSE 12, SUSE 12 SP1-SP5, SUSE 15, SUSE 15 SP1-SP2

* OracleLinux 6.4 and later, 7.x, 8, 8.2, 8.3,84,9.1

Note: If you face kernel panic issue on Oracle Linux versions after migration to AHV, then refer and apply the KB
article 000004604 for these Oracle Linux VMs.

¢ Rocky Linux 9.3
« Debian8.7,9.4,10.9, 10.10, 11

Data-Only Support

e Windowswith UAC enabled

e RHEL 5.11 with SATA disk controller (32-bit and 64-bit supported), 6.3
e CentOS5.11 (32-bit and 64-bit supported), 6.3

e VMsrequiring PCI or IDE bus

Supported Operating Systems for UEFI Enabled VMs

Move supports the following operating systems for UEFI enabled VMs.
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Table 4: Supported Operating Systems

Operating systems

Windows 7, 10

Windows Server 2012, 2016, 2019, 2022
Ubuntu 18.04, 20.04, 22.04

RHEL 7,7.1,7.5-8, 8.5, 8.6,9.0,9.1
Cent0S7,7.1,7.3,7.6,8

SUSE 12 SP3, SP5

Oracle Linux 8.4 UEFI

Support for UEFI with Secure Boot Enabled VMs

Move supports UEFI with secure boot enabled VMs.

Table 5: Supported Guest Operating Systems

Operating systems

Windows 10

Windows Server 2016, 2019, 2022
RHEL 7.7, 8.5, 8.6, 9.0-9.2
Cent0S 7.3, 8.4

Ubuntu 20.0.4

Oracle Linux 8.4, 8.6, 9.1

Requirements

Before attempting to migrate VMs running on ESXi by using Move, make sure to conform to the
requirements listed here.

General Requirements

Ensure to conform to the following requirements for ESXi to AHV and ESXi to NC2 on AWS migration.

e Supported browser: Google Chrome

« Ensure you have PowerShell version 4.0 or later.

¢ VMware Tools must be installed and up-to-date on the guest VMs for migration.

» TheVMshardware version should be 7 or above to support the Changed Block Tracking (CBT) feature.

« Source VMs must support Changed Block Tracking (CBT). For more information, refer to VMware KB 1020128,
Changed Block Tracking (CBT) on Virtual Machines.

» Disks must be either sparse or flat format and must have a minimum version of 2.
« ESXi version must be minimum 5.1.

¢ Hosts must not be in maintenance mode.
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» vCenter reachable from Move on port TCP 443.

Note: If vCenter is running on different port, make sure https://i p- addr ess:port/sdk is accessible from the
Move VM.

« ESXi hosts should be reachable from Move on ports TCP 443 and TCP 902.

* Every VM must have a UUID.

» Theconfiguration file (.vmx) of the VMsto be migrated should be present in the ESXi host.

e TheVMsmust be compatible with the multiple (more than one) snapshots taken by Move.

* Allow ports (TCP and UDP) 2049 and 111 between the Move network and the AHV CVM network.

» Accounts used for performing in-guest operations require L ogin as Batch Job rightsin the local security policy
on Windows or within the group policy. Administrator users do not have sufficient rights.

Thisrequirement is only applicableif the VM preparation mode is automatic.

» Ensurethat you are an administrator for Windows source VMs or aroot for Linux source VMsto run the source
VM preparation scripts.

e |f local built-in administrator user performs guest preparation, admin approval mode should be disabled. By
default, admin approval modeisin disabled state. If the admin approval mode isin enabled state, refer to KB
7672 in the Nutanix Support Portal.

« Ensurethat the Move user must belong in a group with Restor e files and dir ectories security policy.

» Ensurethat the boot modeis configured as Legacy on the migrated target VMsiif the source VMs are configured
WIthEFI in | egacy conpatibility node.

» Network Security Services (NSS) 3.44 isrequired for Linux VMs.

- Beforeyou initiate a migration, ensure to disable backups.

Prerequisites for Linux guest VMs:

« The credentials provided must have root or sudo user permission.

¢ Guest VM should have curl utility installed.

Service Accounts

Move requires the following service accounts with admin privileges.

e vCenter Server

¢ Prism Element Ul for the AHV cluster

Privileges Required on vCenter User for VM Migration

Following are the privileges that you must grant to the vCenter user for VM migration. For more information about
how to grant privileges, refer to the following topics:

* Granting Privileges to a User for a vCenter Server Inventory on page 35
» Granting Privileges to a User for Specific vCenter Server Inventory Objects on page 35

Note: Update the privileges on the user level, not on the group level.

Cryptographic Operations
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* Direct Access
Globa

* Disable methods
* Enable methods

Sessions

* Validate session

* View and stop sessions

Virtual machine
» Change Configuration

e Add existing disk

« Advanced configuration

» Change Settings

« Configure Raw device

* Modify device settings

*  Remove disk

* Set annotation

» Toggle disk change tracking
« Guest operations

« Guest operation modifications
» Guest operation program execution
» Guest operation queries
e Interaction
» Connect devices
» Power off
* Poweron
* Provisioning
» Allow read-only disk access

¢ Allow virtual machine download

e Snapshot management

e Create snapshot

« Remove snapshot

Steps to Prevent IDE to SCSI conversion During VM Migration
To prevent VMs vdisks from being converted from IDE to SCSI during VM migration, perform the following steps:
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1. SSH into the Move VM with the admin credentials. For more information, refer to Accessing Move VM with
SSH on page 21.
2. Switch to the root user by entering the password for the admin user.

admi n@ove on ~ $ rs
[sudo] password for adm n:

3. Browse to the directory /opt/xtract-vm/conf.

cd /opt/xtract-vnl conf

4. Create or open the file tgtagent.json.
vi tgtagent.json

5. Create the JISON content.

Following is an example of tgtagent.json. Y ou can use this example JSON file, and change or remove the values
of the flags as necessary.

{
" AHVTar get Boot Confi g": ({
"| sd@ obal Boot Confi g": true,
"d obal Boot Devi cel ndex": 1,
"d obal Boot Devi ceType": "SCS|",
"M grationPl anBoot Config": [

{
"M grationPl anNane": "MP1",

"Boot Devi cel ndex": 1,
" Boot Devi ceType": "I DE"

"M grationPl anNane": "MP2",
"Boot Devi cel ndex": 2,
" Boot Devi ceType": "SCSI"

Note:

¢ When IsGlobalBootConfig is set to true or false, it turns custom configuration on or off
respectively. By default, thisvalue isfalse if JSON is not present. You can set it to true and define
GlobalBootDevicelndex and GlobalBootDeviceType based on the source VMs.

« MigrationPlanBootConfig is optional. Thisis only required if you have different VMs with different
boot device index order.

Plans mentioned in MigrationPlanBootConfig overrides the above global variables on the migration
plan level for a particular plan.

6. Restart the tgtagent container.
restart-tgtagent

Note: This JSON file can be created while the migration isin progress or before the migration is initiated.

Once IsGlobalBootConfig is set to true, disks boot order for VMs will be decided based on the values given in the
JSON such as global or migration plan level as applicable.
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Granting Privileges to a User for a vCenter Server Inventory

You need to grant privileges to the source and target vCenter users for successful VM migration using
Move. This topic details the procedure to grant the necessary privileges to a user for a vCenter Server
Inventory.

Before you begin

Ensure that you have added a vCenter single sign-on (SSO) user.

For information on adding a vCenter SSO user, refer to the Add vCenter Sngle Sgn-On Users section in VMware
vSphere product documentation.

About this task

To grant the privileges (for VM migration) to a user for a vCenter Server inventory, do the following:
Procedure

1. Login to the vCenter Server using the vSphere Client.
2. Createarolethat hasall the privileges required for VM migration using Move.

Note:

e For information on creating arolein vCenter, refer to Create a vCenter Server Custom Role section
in VMware vSphere product documentation.

e To know about the privileges required for avCenter user for VM migration in Move, refer to
Requirements (ESXi to ESXi) on page 55 or Requirements on page 31.

3. From the menu bar, select Menu > Hosts and Clusters.

4. Inthe vSphere Client object navigator, select the vCenter Server object for which you want to modify the
permissions.

5. Gotothe Permissions tab and click the Plus ( +) icon.
Add Permission window appears.

6. Inthe User field, select the user to whom you want to grant the privileges for VM migration.
7. From the Role dropdown menu, select the role that you created in 2 on page 35.

8. Select the Propagate to children checkbox and click OK.
The user is assigned the selected role for the selected vCenter Server object and the data centers under it. All the
privileges associated with that role are granted to the user.

Granting Privileges to a User for Specific vCenter Server Inventory Objects

You need to grant privileges to the source and target vCenter users for successful VM migration using
Move. This topic details the procedure to grant the necessary privileges to a user for specific vCenter
Server inventory objects.

Before you begin

Ensure that you have added a vCenter single sign-on (SSO) user.

For information on adding a vCenter SSO user, refer to the Add vCenter Single Sign-On Users section in VMware
vSphere product documentation.
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About this task

To grant the privileges (for VM migration) to a user for specific vCenter Server inventory objects, do the

following:
Procedure
1. Login to the vCenter Server using the vSphere Client.
2. Create arolethat has only the following privileges.
» Global: Disable methods
» Globa: Enable methods
» Sessions. Validate session
* Sessions: View and stop sessions
Note: For information on creating arole in vCenter, refer to Create a vCenter Server Custom Role section in
VMware vSphere product documentation.
3. Create another role that has all the privileges required for VM migration using Move.
Note: To know about the privileges required for avCenter user for VM migration in Move, refer to
Requirements (ESXi to ESXi) on page 55 or Requirements on page 31.
4.  From the menu bar, select Menu > Hosts and Clusters.
5. InthevSphere Client object navigator, select the vCenter Server object for which you want to modify the
permissions.
6. GotothePermissions tab and click the Plus ( +) icon.
Add Permission window appears.
7. IntheUser field, select the user to whom you want to grant the privileges for VM migration.
8. From the Role dropdown menu, select the role that you created in 2 on page 36.
9. Do not select the Propagate to children checkbox and click OK.
The user is assigned the selected role for the selected vCenter Server object only. The privileges associated with
that role are granted to the user.
10. Under the selected vCenter Server object in the vSphere Client object navigator, select the data center object for
which you want to modify the permissions.
11. InthePermissions tab, click the Plus (+) icon.
Add Permission window appears.
12. Select the same user that was selected in 7 on page 36.
13. From the Role dropdown menu, select the role that you created in 3 on page 36.
14. Select the Propagate to children checkbox and click OK.

The user is assigned the selected role for the selected data center object only. The privileges associated with that
role are granted to the user.

What to do next

Under the same vCenter Server, if you have multiple data centers for which you want to modify the
permissions, then perform 10 on page 36 to 14 on page 36 for each of those data centers.
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Recommendations for Migration
Nutanix recommends the following for optimal VM migration from ESXi.

Recommendations

e Clear al the VM dertsin vCenter, if any.

« Refresh the inventory.

¢ Convert the templatesto VMs.

» Enable accessto VMsfrom vCenter.

« Ensurethat all VMs are connected through vCenter.

* Ensurethat all VMsarevalid in vCenter.

¢ Recover VMsfully, if any are orphaned.

» Ensurethe disk compatibility with CBT.

« Disablefault tolerance for VMs, if any in afault tolerance pair.

e |Install the latest version of VMware Tools on the VMs to be migrated.
« Ensurethat the CBT-enabled VMs have fewer than 30 snapshotsin the inventory.

Note:

Move migrates maximum of 8 disks from single ESXi hosts in parallel. The other VMs for migration from
the same ESXi hosts are queued and only progress as and when the earlier disk data seeding completes. The
limit is 32 disksin parallel at the appliance level. Refer to KB-9460 for further information.

Unsupported Features
This topic lists the unsupported features for migration from ESXi to AHV and ESXi to NC2 on AWS.

» Guest operating systems not supported by AHV.

For more information about supported guest operating systems on AHV, refer to Compatibility and
Interoperability Matrix.

* PCIE pass-through

* Independent disks

e VMswith multi-writer disks attached

*  VMswith 2 GB sparse disk attached

e VMswith SCSI controllers with a SCSI bus sharing attached

Note: Change SCSI bus controller to None.

» Migration of VMs from ESXi standal one hosts with free license
Limitations

This section lists the limitations for migration from ESXi to AHV and ESXi to NC2 on AWS, and DNS
configuration for the Move.
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ESXi Migration Limitations

In addition to Migration Limitations on page 12, following are the limitations for ESXi migration.

* Migration of 100 VMsin aplanisqualified and supported for ESXi migration.
» VMs migrated with more than one network interfaces might not retain all the 1P addresses.
Workaround: Manually assign | P addresses after migration.

» After migration, Windows VMs with connected NICs only will retain their IP address. Those with disconnected
NICswill not retain their |P address.

» (For ESXi to NC2) Retention of static |P addressis not supported for VM migrations.

DNS Configuration for Migration from ESXi

DNSiis configured during deployment and resolves the following.

* FQDN of the source ESXi host if the host is added using its FQDN in vCenter
« QDN of the source vCenter if it is added using its FQDN
« FQDN of thetarget cluster

Warnings and Cautions

» Source VM disks attached to mix of PV SCSI and LS| adapters might get different device names (sda, sdb, and so
on).

Note: For Linux VMs, manually edit f st ab. Then, arrange the correct order for the UUIDs.

Adding vCenter Server or Standalone ESXi Host Environment

While creating a migration plan for migration from ESXi to any target, ensure to add at least one vCenter
Server or standalone ESXi host environment for migration.

About this task

Note: This procedure is only applicable for migration from ESXi.
To add a vCenter Server or standalone ESXi host environment, do the following:
Procedure

1. Logontothe Move Ul.
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2. Click + Add Environment under Environments.
The Add Sour ce Environment window appears.

Add Environment X

Select Environment Type

VMware ESXi :

Environment Name

vCenter Server or standalone ESX host

User Name Password

Show

Cancel

Figure 3: Add VMware ESXi Environment Dialog Box
3. Select VMware ESXi as the environment type.
4. Complete the indicated fields and click Add.

a Environment Name: Enter aname for the ESXi environment.

b. vCenter Server or standalone ESX host: Enter the IP address or the FQDN of the vCenter Server, or the
| P address of the ESXi host.

If you do not have a standard port, use the custom port for vCenter inthevCent er | P addr ess: cust om
port nunber format. For example, if you are using I P address, use the format 10. 136. 72. 150: 8443 or if
you are using FQDN, use the format vcent er . nut ani x. com 8443.

c. User Name: Enter the username or User Principal Name (UPN) for logging on to the vCenter Server.

d. Password: Enter the password for logging on to vCenter Server.

The VMware ESXi environment is added to the Move Ul and can be viewed in the Environmentslist in the left
pane of the Move dashboard.

What to do next

You can now add Nutanix AHV cluster environment. For more information, refer to Adding a Nutanix AOS
Cluster Environment on page 39

Adding a Nutanix AOS Cluster Environment

While creating a migration plan, AHV AOS cluster can be added as both source or target. If you want to
use ESXi on Nutanix cluster as target, then add the corresponding AOS cluster environment for ESXi.
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About this task

Note: When you add a AOS cluster, Move VM |P address with the subnet 255.255.255.255 is added to the global NFS
alowlist.

Caution: Modifying the NFS alowlist of the destination container disables inheritance of the NFS allowlist
at the global level and lead to issues with Move operations.

To add a Nutanix AOS cluster environment, do the following:
Procedure

1. LogontotheMoveUl.

2. Click + Add Environment under Environments.

Add Environment X

Enter Nutanix AHV/ESXi environment details that you want to migrate VMs
to. You can supply connection details for either Prism Element or Prism
Central.

Select Environment Type

Nutanix AOS

Environment Name

Nutanix Environment

User Name Password

Show

Cancel

Figure 4: Add AOS Environment Dialog Box

The Add Environment window appears.
3. Select Nutanix AOS as the target environment type.
4. Complete theindicated fields and click Add.

a Environment Name: Enter aname for the NC2 on AWS and AHV or VMware ESXi on Nutanix
environment.

b. Nutanix Environment: Enter the IP address or the FQDN for the target Prism Central or Prism Element.
c. User Name: Enter the username for logging on to the target Nutanix environment.

d. Password: Enter the password for logging on to the target Nutanix environment.
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5. (Only for ESXi to ESXi migration) Enter credentials for registered vCenter.

Enter credentials for registered vcenter(s)

Cancel

Figure 5: vCenter Credentials Dialog box

vCenter credentials are required to update the target VM properties for ESXi to ESXi on Nutanix migration.

Note:

e You can skip adding vCenter credentialsif your sourceis not ESXi.

e Toretain the VM properties on the target VM after migration, be sure to provide the target vCenter
credentials. The following properties will be retained:

SCSI controller types
Network adaptor type
MAC address

Video card

Memory overcommit variables

Tool upgrade flag

Sync time with host flag
Disable acceleration flag
Enable logging flag

The AOS environment is added to the Move Ul and can be viewed in the Environmentslist in the left pane of
the Move dashboard.

What to do next

Once you have added the environments, you can proceed to create the migration plan. For more
information, refer to Creating a Migration Plan on page 42 or Creating a Migration Plan on page 84

or Creating a Migration Plan on page 127 or Creating a Migration Plan (AWS to ESXi) on page 147 or
Creating a Migration Plan (ESXi to ESXi) on page 66 or Creating a Migration Plan (Hyper-V to ESXi) on
page 103 or Creating a Migration Plan (Azure to AHV) on page 171 or Creating a Migration Plan (Azure
to ESXi) on page 184

NUTANIXX
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Creating a Migration Plan

You can create a migration plan to seed the data, cutover, and monitor the VMs. You can create the
migration plan in Move Ul without initiating the cutover process.

Before you begin
Ensure that you have added ESXi and AOS environments.

For more information, refer to Adding vCenter Server or Standalone ESXi Host Environment on page 38
and Adding a Nutanix AOS Cluster Environment on page 39

About this task

Note:

e Thisprocedure isonly applicable for migration from ESXi to AHV and ESXi to NC2 on AWS.
e If you arelogging in for thefirst time, log on to the Move Ul with your default credentials.

e You must have admin user credentials to complete the migration process.

« |f you restart the management server, scheduled VM migration does not begin automatically.

« |f the source boot is set to UEFI, set up the boot device manually in the VM post migration for the
following operating systems.

+ Cent0OS7.42,6838,81,82

e Ubuntu 12.04 4, 19.04

e OEL75

e RHEL 6.8,8.1

For more information about setting up the boot device, refer to AHV Administration Guide.

e While migrating Prism Central to AHV, the DHCP | P address of the Prism Central is not retained post
migration, and you have to reconfigure the | P address. | P address must be same before and after the
migration for proper connectivity between the Prism Central and the Prism Element.

« When Move encounters alarge source VM disk of size greater than 2 TB that belongs to one ESXi host,
Move prioritize the migration of this disk and does not migrate any other disks from the same host in
paralel. Only after the large VM disk migration gets completed, Move migrates the other disks from the
same host. Meanwhile, Move migrates the VM disks belongs to other source ESXi hostsin parallel.

e |f you cancel or discard the migration till cutover state, the source VMs will be automatically cleaned up
if the Automatic preparation mode is selected. If the preparation mode selected is Manual, no cleanup
is performed by Move. However, you can perform manual cleanup.

For information on canceling an ongoing migration, see Pausing or Canceling a VM Migration on
page 257.

For information on performing manual cleanup, see Manual Cleanup for VM Migrations on
page 295.

To create a migration plan, do the following:
Procedure

1. Logontothe Move VM.
Select Migration Type window appears with the options - VM and Files.
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2. Select VM and click Continue.
Move dashboard for VM migration appears.

3. Onthe Move dashboard, click Create a Migration Plan.
Note: If you have existing migration plans, click the + New Migration Plan link to create a plan.
The Enter Migration Plan Name window appears.
4.  Enter the new migration plan name, and then click OK.
Note: You can edit the migration plan name by clicking the pencil icon next to the migration plan name.
The New Migration Plan window appears.
5. Complete the following fields, and then click Next.

a Select a Source: Select any vCenter Server or standalone ESXi host as source for migration.
Once you select the source, an appropriate target appears.

Note: You might at times see a message relating to inventory collection as shown below. During this

time, the environments undergoing Refresh will not be available for selection. Such environments do not
automatically show up for selection once the inventory collection is over. In case you wish to select one of the
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environments undergoing Refresh (not available for selection), you will need to select Cancel and wait for
inventory collection to get over and then create the migration plan again.

o Source & Target Select VMs Network Configuration VM Preparation VM Settings Summary
Inventory collection is in progress for one or more environments. They will not be available for selection until the inventory collection is complete

Select Source

Select a Source

Select Target

Select a Target

Cancel

Figure 6: Inventory Collection Message
b. Select a Target: Select any AHV or NC2 on AWS as target for the migrating VMs.

c. Target Project (optional): Select the project you want as the target.
Thisfield isavailable only with Prism Central and if AHV isthe target.

d. Target Owners: Select the ownersfor the selected target project.
Thisfield isavailable only if atarget project is selected.

e. Target Cluster: Select the cluster on which you will migrate the VMs.
f. Target Containers: Select the container on which you will migrate the VMs.

6. Inthe Select VM s screen, select one or more VMs from thelist. To add all the VM, click +Add All, and then
click Next.

Note: You cannot add more than 100 VMsin a single migration plan.

Y ou can filter the VMs by namein the Filter bar. Y ou can also sort the VM types by selecting the appropriate
column. The VMs for which migration has failed are not displayed. To show the entire list of VMs, select Al
VMs from the drop-down list. To show the configuration of VMs, select Configuration from the drop-down
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list. A question mark icon appears beside the unavailable VM, which displays more information about that VM
and indicate why the VM cannot be migrated.

Note:

e |If the source VM has RDM disksin physical compatibility mode, then those disks are converted to
virtual compatibility mode during source VM preparation. By default, power cycle is enabled for
the VMs with physical RDM disks. Move performs the following:

1. Shut down the source VM.
2. Convert physical RDM disksto virtual compatibility mode.
3. Start the VM.

If power cycleis not enabled, then Move converts the physical RDM disks to virtual with VM in
powered on state.

e Migrate VMsretain their power state on the destination cluster.

The selected VMs are displayed in the sidebar.

7. Inthe Network Configuration screen, select the target network from the drop-down.

» [Applicable only if Prism Central isused] Move provides the option to select VPC-based or VLAN-based
target subnets. Based on the selection of aVPC or VLAN ID asthe target network, the respective subnets are
listed in the target subnet drop-down menu. Select the required subnet from the drop-down menu.

Note: Overlay subnets which do not have | P address pool(s) associated will be disabled in the subnet drop-
down menu.

For performing test migration, refer to Creating a Test Capable VM Migration Plan on page 248 section.
Click Next.

8. IntheVM Preparation screen, select one of the following VM preparation modes.

» Automatic. Move automatically runs scripts on the source VMs to prepare them for migration.
» Manual. Move displays the VM preparation scripts for Windows and Linux VMs.

These scripts prepare the source VMs by performing the following.

- Installs NTNX VirtlO driver.

- Runsthe | P address retention script.

- Runs Set SAN poalicy script.

- Runs uninstall VMware tools script.

If you do not want to uninstall VMware tools after migration, refer to Step 9b.

» Mixed. Move alows you to select the VM preparation mode for each VM. This setting allows you to
manually prepare one set of VMs and automatically prepare another set of VMsin the same migration plan.
If you want to have such a hybrid combination of Automatic and Manual VM preparation modes, proceed
to the next step.

Note: The preparation mode automatically switchesto Mixed if you change the mode of preparation for a set
of VMsunder Change Settings and have amix of Automatic and Manual VM preparation modes. Y ou

cannot manually select the Mixed option from the Preparation Mode drop-down list.

To perform data-only migration, refer to Performing Data-Only Migration on page 50.
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9. (Optional) Under the Guest Oper ations section in the VM Preparation screen, do one or more of the settings:

a Retain static IP addresses from source VMs: Retains static | P addresses from the source VMs to the
migrated VMs on AHV. By default, this option is enabled. Clear the checkbox if you do not want to retain
the static | P addresses from the source VMs on the target VMSs. If you disable this option, the static network
is converted to DHCP network.

For Manual preparation mode, if you do not want to do not want to retain the static | P addresses from the
source VMs on the target VMs, do the following:

» For Windows VMs, change the argument from $retainl P = $trueto $retainlP = $fal sein
the script.

* For Linux VMs, remove the argument --retain-ip from the script.

b. Uninstall VMware tools on target VMs: Uningtalls the VMware tools from the migrated VMs on AHV
after migration. By default, this option is enabled. Clear the checkbox if you do not want to uninstall the
VMwaretools.

Note: Uninstalling VMware tools from the migrated VMsiis on a best-effort basis.

For Manual preparation mode, if you do not want to uninstall the VMware tools, do the following:

* For Windows VMs, change the argument from $uni nst al | VMrar eTool s = $true to
$uni nst al | VMrvar eTool s = $f al se in the script.

* For Linux VMs, remove the argument --uninstall-vmware-tools from the script.

C. (Only for Automatic preparation mode) Bypass Guest Operations on Source VMs: Select this check
box to bypass the guest operating system changes.

Y ou can select this option to override your migration to data-only migration.

Note: If you bypass guest operations on source VMs, Retain static IP addresses from source VMs
and Uninstall VMware Tools configuration will not be applicable.

d. (Only for Manual preparation mode) Re-Generate Script: This option gets enabled only when thereis

achange in the selection of the above-mentioned settings under the Guest Oper ations section. If enabled,
click this option to re-generate the VM preparation scripts for both Windows and Linux VMs.
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10. Do one of the following based on whether the preparation mode selected:

» Automatic preparation mode: Provide the credentials of the source VMs under Windows VMSs or Linux
VMs, depending on the type of the source VM.

Note:

e For Windows VMs - Move supports only username-password sign-in option for authentication.
It does not support username-PIN sign-in option.

» For Linux VMs- Apart from credentials, Move supports PEM file for authentication. Select the
Use Private (.PEM) file to authenticate option and upload the private key.

e |f you want to retain the static | P addresses, provide a common set of credentials for your
selected Windows or Linux VMs.

* If you face any issues while using the .PEM file for authentication, refer to KB 7090.

e Currently, the default location where the preparation scripts are stored is the /tmp folder.

If the /tmp folder is mounted as noexec, then Move will fallback to the /var/tmp folder. If the/
var/tmp folder is also mounted as noexec, then Move will fallback to the /usr/tmp folder.

» Manual preparation mode: Copy the scripts and manually run them on the respective source VMs, and then
click Next.

Note:

» For running the script, use the Windows built-in administrator credentials for the Windows
VMs and use root user for the Linux VMs.

» |f you have not run the preparation script in the source VMs, Move performs data-only
migration.

For more information, refer to Performing Data-Only Migration on page 50.

11. IntheOverrideindividual VM Preparation section, click Change Settings to override the Guest
Operations settings (configured in the above steps) for the individual VMSs. Y ou can also edit the VM
preparation credentials, remove VMSs, or update the VM preparation mode.

Note: If you do any of the following for aVVM, then copy the newly generated scripts of that specific VM and run
them on the source VM:

* Changethe Mode of Preparation of aVM to Manual.

» Change any of the guest operation settings of a VM with the preparation mode set to Manual (an
icon appears next to the VM Name prompting to regenerate a new guest script).

Access the newly generated VM preparation script for that VM by selecting the Copy Scriptsicon
under the Actions column.

After making the required changes, click Done.
Then, click Next.
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12. (Optional) Inthe VM Settings screen, do one or more of the settings, and then click Next.

a VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

b. Timezone: Set the timezone as the hardware clock of the VMs in target.

If set to default, Move configures UTC timezones for Linux VMs and cluster timezones for Windows VMs.

Note: Timezone isavailable only if Prism Central was selected as the target in the Source & Target
screen.

c. Retain MAC Addresses from the Source VMs: Select this check box to retain the MAC addresses

from the source VMs.

d. Skip CDROM addition on target VMs: Select this check box to skip the CDROM addition on the target
VMs.

e. Category Settings (Optional): Select the categories to which the target VM(s) should be assigned.

Only those categories that have values are available for selection.

Note: Category Settings isavailable only if Prism Central was selected as the target in the Source &
Target screen.

f. Enable Memory Overcommit: Select this option to enable memory overcommit on the target VM.

For more information on memory overcommit deployment, refer to AHV Administration Guide.

g. VM Migration Type: Select one of the following VM migration types.

At the VM level, some of the target VM properties can be customized manually after the migration planis
created. For information on manually customizing the target VM configuration, refer to Customizing the
Target VM Configuration on page 255.

* Configure Target VM Properties: Thetarget VM synchronizes with the source VM properties at the
time of migration plan creation. Selecting this option allows you to edit the target VM properties at the
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VM level (during migration). For information on editing the target VM properties, refer to Customizing
the Target VM Configuration on page 255.

Note: Atthe VM level, only the following properties can be edited:

e Target VM name

*  Number of vCPUs

e Number of cores per vCPU
e Memory

* Power state

* Retain Source VM Properties: Thetarget VM synchronizes with the source VM properties whenever
Move refreshes the source VM configuration details. Only the customizable properties are refreshed on
the target. Selecting this option does not allow you to edit the target VM properties at the VM level.

Note:
* Thesource VM properties are refreshed in the following ways.

e (Manualy) When you click the Refresh Source VM Properties button.
e (Automatically) When you start amigration plan.
* (Automatically) When you initiate a cutover.

* When you start a migration plan, Move refreshes both source VM and target VM properties by
default. However, it will not refresh the target VM properties at the start of a migration plan if
you modified the target VM properties after migration plan creation.

h. Settings for individual VMs: Click Change Settings to configure settings such as timezone, retain
MAC addresses, VM priority, and skip CDROM addition for individual VMSs. Y ou can also search the VM
by typing the name of the VM and change the settings.

i. Schedule Data Seeding: Check this check box to select the date and time for migration.

Note: For migration of VMs with multiple NICs, static | P address configurations are applied correctly if the
MAC address retention is applied from source VMs, otherwise best effort P address configuration is done by
mapping one NIC at atime.

This action does not affect the VM data migration but requires you to manually prepare the guest operating

system with the necessary AHV drivers prior to cutover. In addition, if you bypass the guest operations, you
have to take care of the static |P address retention separately.
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13. Inthe Summary screen, choose one of the following, and then proceed review the VM migration summary.

» Back: To edit the information, click this option.

» Save: To save the migration plan, click this option.

For more information about how to start the migration later, and check the migrated VM status and details,
refer to Environments and Migration Plan Management on page 259.

» Save and Start: Click this option to save the migration plan and begin the migration immediately.

The seeding process for migration begins. Y ou can monitor this information by selecting Status for the
migration plan.

Note: The seeding process can take several minutes depending on the number of VMs.

What to do next

* To customizethe target VM configuration at the VM level, refer to Customizing the Target VM Configuration
on page 255.

» If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover on page 51.

Performing Data-Only Migration

Move performs data-only migration when you select Automatic preparation mode while creating a
migration plan, and bypass the guest operations or does not provide the source VM credentials while
preparing a migration plan. Or when you select Manual preparation mode while creating a migration plan,
and do not run the preparation script in the source VMs. In data-only migration, Move skips the source VM
guest operating system preparation tasks which includes installing VirtlO driver and copying of the scripts
to retain the IP address. It also skips the uninstallation of VMware tools after migration.

About this task
Note: Data-only migration is only supported for the following migrations:

e From ESXi to AHV and ESXi to NC2 on AWS

e From Hyper-V to AHV and Hyper-V to NC2 on AWS
e From Hyper-V to ESXi

e From AHV to AHV

To perform data-only migration, do the following:
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Procedure

1. Inthe VM Preparation screen, if you select Automatic, then proceed without providing the credentials for the
source VMs or select the Bypass Guest Operations on Source VMs check box or if you select Manual, do
not run the preparation script in the source VMs.

The following message appears when the Automatic preparation mode is selected,

OS Credentials

1 Guest VMs do not have operating system
credentials.

Once you proceed, Move will only migrate the VMs data
and create VM in the target environment. The Guest

operations on the VMs will be bypgssed. Please provide
credentials for the VMs in case you don't want to bypass

the guest operations.

Don't Proceed

Figure 7: OS Credentials Dialog Box
2. Click Continue.
Move migrates the VMs data and createsa VM in the target, and bypasses the operating system operations.

Performing a Migration Cutover

When the migration plan is started and the seeding process is complete, you can cut over the selected
VMs to the NC2 on AWS and AHV cluster. You can monitor the VM migration progress by clicking the
Status link.

About this task
Note:

* You can perform this operation only when the VM statusis Ready to Cutover.
» Recommended that cutover should be performed within one week of initial data seeding.

e |f theinitial data seeding finishesin less than 10 minutes, the Move VM continues to wait for 10
minutes to take the incremental snapshot; however, you can trigger the cutover immediately.

» The cutover processincrements in absolute numbers.

To perform the migration cutover, do the following:
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Procedure

1. Inthe Move Ul, click the Ready to Cutover statusto display thelist of available VMs.

2. To perform acutover, select the VMs or group of VMSs.

3. Click Cutover.

The cutover process performs the following VM actions.

L]

Shuts down the VM

Takes the final snapshots for the VM and copying the final changesto NC2 on AWS and AHV

Adds anoteinthe VM in the vCenter.

Disconnects the source VM network interfaces

CreatesaVM in thetarget NC2 on AWS and AHV cluster

Attaches the replicated disks to the VM

Powers on or off the VM (depends on the initial power state)

Runs the scriptsto set the static | P address

The cutover process begins immediately and takes a few minutes. Once cutover is complete, the VM isready for
use in the new NC2 on AWS and AHV cluster.

What to do next

You can manage the migration plan once the migration plan is ready. For more information, refer to
Environments and Migration Plan Management on page 259

Performance Matrix for Large Data Migration

Move performs end-to-end migration of large VMs. The scenarios are tested based on the following
parameters. The following tables show the performance numbers from the Move lab.

Table 6: Performance Numbers of Large Data Migration (ESXi to AHV)

Total Number Size for
migration of VMs each
size vDisks
35TB 1 35TB
1TB 1 1TB
1TB 1 256 GB
280 GB 8 35 GB

NUTANIXX

Number Network
of vDisks bandwidth

1 10G
1 10G
4 10G
8 10G

Migration time taken

Data
seeding

285
minutes

98
minutes

80
minutes

20
minutes

Cutover

Less than
5 minutes

Less than
5 minutes

Less than
5 minutes

Less than
5 minutes

Throughpt Platform

193 MBps

180 MBps

218 MBps

240 MBps

NX-5155-
G6

NX-5155-
G6

NX-5155-
G6

NX-5155-
G6
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Prism Central Migration to AHV
Migration of single and scaled out Prism Central validated from ESXi to AHV.

With Prism Central VM migration, |P address must be same before and after the migration for proper connectivity
between the Prism Central and the Prism Element.

If the source Prism Central VM have DHCP address configured, Move cannot ensure that the | P address will be
retained. It is recommended that the Prism Central VM has static 1P configured. Also, disable cloud-init in the source
Prism Central VM(S) to keep the static network configuration on target after migration.

While creating the migration plan, select the Retain MAC address option. Also if you choose automatic
preparation, select Retain static IP address from the source VMs option.

For manual preparation, run the preparation script provided by Move in the source Prism Central VM.

Note:

e Themigrationis qualified with the PC VM without having any other Prism Central features like Flows,
Projects, etc.

e Move does not support the migration of PC VMswhich are CM SP enabled.
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ESXI TO ESXI

Y ou can prepare and migrate ESXi VMsto ESXi on Nutanix environment by using Move.

Move supports the following:

» Migration of vDisk partitions encrypted through cryptsetup in the Linux Unified Key Setup-on-disk-format
(LUKS) format.

e Migration of vTPM-enabled VM from ESXi to ESXi.

After the migration, the configuration of the vTPM-enabled VM at the sourceis retained at the target. However,
the data that was stored in the vTPM VM at the sourceis not retained. For example, if the vTPM is enabled at the
source, it will remain enabled at the target after migration.

The following configurations are also preserved in the VM after migration:

e Virtualization-based security (VBS)
e Input/output memory management unit (1/O MMU)

¢ Hardware virtualization

Note:

» ESXi asasource refers to ESXi running on any environment.

e For vTPM-enabled VM migration, if there are multiple key providers on the target, then the default key
provider is used for selecting the encryption key.

Migration Considerations

Y ou must consider the supported guest operating systems, requirements, recommendations, unsupported features, and
limitations provided in this section before starting the migration process.

Supported Guest Operating Systems (ESXi to ESXi)

Move provides full migration and data-only migration support for the following guest operating systems for ESXi to
ESXi migration.

Note: Guest operating systems outside this list are not supported.

Fully Supported

* Windows?7,8,8.1,10, 11

* Windows Server 2008 R2, 2012, 2012 R2, 2016, 2019, 2022

* RHEL 6.3 (32-bit and 64-bit supported) to 6.10, 7.0-8.2

e CentOS 6.3 (32-bit and 64-bit supported) to 6.9, 7.0-7.7, 8.0-8.2

e Ubuntu Server and Desktop 12.04.5, 14.04.x, 16.04.x, 16.10 (32-bit and 64-bit supported)
e Ubuntu Server 12.0.4, 18.04, 19.04, 20.04

e FreeBSD 9.3and 11.0

e SUSE 11 SP3/ SP4, SUSE 12, SUSE 12 SP1/ SP2/ SP3/ SP4, SUSE 15
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¢ OracleLinux 6.4 and later, 7.x

+ Debian9.4
Data-Only Support

e Windows with UAC enabled
e RHEL 5.11 with SATA disk controller (32-bit and 64-bit supported)
e Cent0S5.11 (32-bit and 64-bit supported)

Supported Operating Systems for UEFI Enabled VMs (ESXi to ESXi)
Move supports the following operating systems for UEFI enabled VMs.

Table 7: Supported Operating Systems

Operating systems

Windows 7, 10, 11

Windows Server 2008, 2012, 2016, 2019, 2022
Windows Server 2022 secure boot
RHEL7,7.1,75,7.6,8

Cent0S 7,7.1,75,7.6,8

Requirements (ESXi to ESXi)

Before attempting to migrate VMs running on ESXi using Move, make sure to conform to the requirements
listed here.

General Requirements for ESXi to ESXi Migration

Ensure to conform to the following requirements for ESXi to ESXi migration.

» Supported browser: Google Chrome

» Ensureyou have PowerShell version 4.0 or later.

e VMware Tools must be installed and up-to-date on the guest VMs for migration.

» Ensureto add ESXi (on Nutanix) as the target AOS environment.

* TheVMshardware version should be 7 or above to support the Changed Block Tracking (CBT) feature.

» Source VMs must support Changed Block Tracking (CBT).
For more information, refer to VMware KB 1020128, Changed Block Tracking (CBT) on virtual machines.

» Disks must be either sparse or flat format and must have a minimum version of 2.
« ESXi version must be minimum 5.1.
* Hosts must not be in maintenance mode.

« vCenter reachable from Move on port TCP 443.

Note: If vCenter is running on different port, make sure https://i p- addr ess:port/sdk is accessible from the
Move VM.
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« ESXi hosts should be reachable from Move on ports TCP 443 and TCP 902.

» Every VM must have a UUID.

» Theconfiguration file (.vmx) of the VMsto be migrated should be present in the ESXi host.

e TheVMsmust be compatible with the multiple (more than one) snapshots taken by Move.

e Allow ports (TCP and UDP) 2049 and 111 between the Move network and the AHV CVM network.

« Accounts used for performing in-guest operations require L ogin as Batch Job rightsin the local security policy
on Windows or within the group policy. Administrator users do not have sufficient rights.

Thisrequirement is only applicableif the VM preparation mode is automatic.

» Ensurethat you are an administrator for Windows source VMs or aroot for Linux source VMsto run the source
VM preparation scripts.

e If local built-in administrator user performs guest preparation, admin approval mode should be disabled. By
default, admin approval modeisin disabled state. If the admin approval mode isin enabled state, refer to KB
7672 in the Nutanix Support Portal.

» Ensurethat the Move user must belong in a group with Restor e files and dir ectories security policy.
» Network Security Services (NSS) 3.44 isrequired for Linux VMs.

« Beforeyou initiate a migration, ensure to disable backups.

Prerequisites for Linux guest VMs:

* Thecredentials provided must have root or sudo user permission.

e Guest VM should have curl utility installed.

Service accounts

Move requires the following service accounts with admin privileges.

» vCenter Server

¢ Prism Element Ul for the ESXi on Nutanix cluster

Privileges Required on Source vCenter User for VM Migration

Following are the privileges that you must grant to the source vCenter user for VM migration. For more information
about how to grant privileges, refer to the following topics:

* Granting Privileges to a User for a vCenter Server Inventory on page 35

» Granting Privileges to a User for Specific vCenter Server Inventory Objects on page 35
Note: Update the privileges on the user level, not on the group level.

Cryptographic Operations

* Direct Access
Global

+ Disable methods

* Enable methods
Sessions
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e Validate session
e View and stop sessions

Virtual machine
» Change Configuration

e Add existing disk

e Advanced configuration

« Change Settings

» Configure Raw device

* Modify device settings

*  Remove disk

¢ Set annotation

» Toggle disk change tracking
» Guest operations

» Guest operation modifications
« Guest operation program execution
» Guest operation queries

¢ [nteraction

» Connect devices
» Power off
* Power on
e Provisioning
» Allow read-only disk access
* Allow virtual machine download

e Snapshot management

« Create snapshot

« Remove snapshot

Privileges Required on Target vCenter USer for ESXi on Nutanix

Following are the privileges that you must grant to the target vCenter user for VM migration. For more information
about how to grant privileges, refer to the following topics:

* Granting Privileges to a User for a vCenter Server Inventory on page 35

* Granting Privileges to a User for Specific vCenter Server Inventory Objects on page 35
Note: Update the privileges on the user level, not on the group level.

Cryptographic Operations
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* Clone
* Encrypt

* Encrypt new

e Migrate
* Register VM
Globa

* Disable methods
* Enable methods

Sessions

* Validate session

*  View and stop sessions

Virtual machine
» Change Configuration

e Add or remove device
« Advanced configuration
* Modify device settings
*  Memory
e Change resource
e Settings
Granting Privileges to a User for a vCenter Server Inventory
You need to grant privileges to the source and target vCenter users for successful VM migration using

Move. This topic details the procedure to grant the necessary privileges to a user for a vCenter Server
Inventory.

Before you begin
Ensure that you have added a vCenter single sign-on (SSO) user.

For information on adding a vCenter SSO user, refer to the Add vCenter Single Sign-On Users section in VMware
vSphere product documentation.

About this task

To grant the privileges (for VM migration) to a user for a vCenter Server inventory, do the following:
Procedure

1. Loginto the vCenter Server using the vSphere Client.
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2. Createarolethat has all the privileges required for VM migration using Move.
Note:

e For information on creating arole in vCenter, refer to Create a vCenter Server Custom Role section
in VMware vSphere product documentation.

e To know about the privileges required for a vCenter user for VM migration in Move, refer to
Requirements (ESXi to ESXi) on page 55 or Requirements on page 31.

3. From the menu bar, select Menu > Hosts and Clusters.

4. InthevSphere Client object navigator, select the vCenter Server object for which you want to modify the
permissions.

5. GotothePermissions tab and click the Plus ( +) icon.
Add Permission window appears.

6. Inthe User field, select the user to whom you want to grant the privileges for VM migration.
7. From the Role dropdown menu, select the role that you created in 2 on page 59.

8. Select the Propagate to children checkbox and click OK.
The user is assigned the selected role for the selected vCenter Server object and the data centers under it. All the
privileges associated with that role are granted to the user.

Granting Privileges to a User for Specific vCenter Server Inventory Objects

You need to grant privileges to the source and target vCenter users for successful VM migration using
Move. This topic details the procedure to grant the necessary privileges to a user for specific vCenter
Server inventory objects.

Before you begin
Ensure that you have added a vCenter single sign-on (SSO) user.

For information on adding a vCenter SSO user, refer to the Add vCenter Single Sign-On Users section in VMware
vphere product documentation.

About this task

To grant the privileges (for VM migration) to a user for specific vCenter Server inventory objects, do the
following:

Procedure

1. Login to the vCenter Server using the vSphere Client.
2. Create arolethat has only the following privileges.

+ Global: Disable methods

* Global: Enable methods

* Sessions: Validate session

* Sessions: View and stop sessions

Note: For information on creating arole in vCenter, refer to Create a vCenter Server Custom Role section in
VMware vSphere product documentation.
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3. Create another role that has all the privileges required for VM migration using Move.

Note: To know about the privileges required for avCenter user for VM migration in Move, refer to
Requirements (ESXi to ESXi) on page 55 or Requirements on page 31.

4.  From the menu bar, select Menu > Hosts and Clusters.

5. Inthe vSphere Client object navigator, select the vCenter Server object for which you want to modify the
permissions.

6. GotothePermissions tab and click the Plus ( + ) icon.
Add Permission window appears.

7. IntheUser field, select the user to whom you want to grant the privileges for VM migration.
8. From the Role dropdown menu, select the role that you created in 2 on page 59.

9. Do not select the Propagate to children checkbox and click OK.
The user is assigned the selected role for the selected vCenter Server object only. The privileges associated with
that role are granted to the user.

10. Under the selected vCenter Server object in the vSphere Client object navigator, select the data center object for
which you want to modify the permissions.

11. InthePermissions tab, click the Plus (+) icon.
Add Permission window appears.

12. Select the same user that was selected in 7 on page 60.
13. From the Role dropdown menu, select the role that you created in 3 on page 60.

14. Select the Propagate to children checkbox and click OK.
The user is assigned the selected role for the selected data center object only. The privileges associated with that
role are granted to the user.

What to do next

Under the same vCenter Server, if you have multiple data centers for which you want to modify the
permissions, then perform 10 on page 60 to 14 on page 60 for each of those data centers.

Recommendations (ESXi to ESXi)
Nutanix recommends the following for optimal VM migration from ESXi.

Recommendations

e Clear dl the VM dertsin vCenter, if any.

« Refresh the inventory.

e Convert the templatesto VMs.

» Enable accessto VMsfrom vCenter.

« Ensurethat all VMs are connected through vCenter.
* Ensurethat all VMsarevalid in vCenter.

¢ Recover VMsfully, if any are orphaned.

» Ensurethe disk compatibility with Changed Block Tracking(CBT).
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» Disablefault tolerance for VMs, if any in afault tolerance pair.
« Install the latest version of VMware Tools on the VMs to be migrated.
« Ensurethat the CBT-enabled VMs have fewer than 30 snapshotsin the inventory.

Note: Move migrates maximum of 8 disks from single ESXi hostsin parallel. The other VMs for migration from the
same ESXi hosts are queued and only progress as and when the earlier disk data seeding completes. The limit is 16
disksin parallel at the appliance level. Refer to KB-9460 for further information.

Unsupported Features (ESXi to ESXi)
This section lists the unsupported features for migration from ESXi to ESXi.
* PCIE pass-through
e Independent disks
o VMswith multi-writer disks attached
*  VMswith 2 GB sparse disk attached
e VMswith SCSI controllers with a SCSI bus sharing attached

Note: Change SCSI bus controller to None.

* Migration of Windows VMs with dynamic disks
» Migration of VMs from ESXi standal one hosts with free license

Limitations (ESXi to ESXi)
This section lists the limitations for migration from ESXi to ESXi.

ESXi to ESXi Migration Limitations

In addition to Migration Limitations on page 12, the following are the limitations while performing migration from
ESXi to ESXi.

» For standalone ESXi migrations, you should not use vMotion or Storage vMotion on the VMs under migration.
e Containersthat are mounted on all the ESXi hosts are available for selection as the container for the ESXi target.

« Thetarget ESXi must be registered with vCenter while adding it as atarget and must be registered for the entire
duration of its existence as an entity with Move.

e Thevirtual hardware version of VMs defaults to the ESXi target version and VMsfailsto start after migration.
Workaround: Reinstall the VMware Tools in the target.
*  VMswith UEFI boot configuration do not boot after migration for AOS versions less than 5.19.

Workaround: Manually update the VM configuration. Refer to the VMware KB article Enable or Disable UEFI
Secure Boot for a Virtual Machine.

« VMwaretools are not installed at the target VM after migration from higher version of ESXi to lower version of
ESXi.

Workaround: Reinstall the VMware toolsin the target.

e After migration, Windows VMs with connected NICs only will retain their 1P address. Those with disconnected
NICswill not retain their | P address.
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Adding vCenter Server or Standalone ESXi Host Environment

While creating a migration plan for migration from ESXi to any target, ensure to add at least one vCenter
Server or standalone ESXi host environment for migration.

About this task

Note: This procedure is only applicable for migration from ESXi.
To add a vCenter Server or standalone ESXi host environment, do the following:
Procedure

1. Logontothe Move Ul.

2. Click + Add Environment under Environments.
The Add Sour ce Environment window appears.

Add Environment X

Select Environment Type

VMware ESXi :

Environment Name

vCenter Server or standalone ESX host

User Name Password

Show

Cancel

Figure 8: Add VMware ESXi Environment Dialog Box

3. Select VMware ESXi as the environment type.
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4. Complete the indicated fields and click Add.

a Environment Name: Enter aname for the ESXi environment.

b. vCenter Server or standalone ESX host: Enter the |P address or the FQDN of the vCenter Server, or the
| P address of the ESXi host.

If you do not have a standard port, use the custom port for vCenter inthevCent er | P addr ess: cust om
port nunber format. For example, if you are using | P address, use the format 10. 136. 72. 150: 8443 or if
you are using FQDN, use the format vcent er . nut ani x. com 8443.

€. User Name: Enter the username or User Principal Name (UPN) for logging on to the vCenter Server.

d. Password: Enter the password for logging on to vCenter Server.

The VMware ESXi environment is added to the Move Ul and can be viewed in the Environmentslist in the left
pane of the Move dashboard.

What to do next

You can now add Nutanix AHV cluster environment. For more information, refer to Adding a Nutanix AOS
Cluster Environment on page 39

Adding a Nutanix AOS Cluster Environment

While creating a migration plan, AHV AOS cluster can be added as both source or target. If you want to
use ESXi on Nutanix cluster as target, then add the corresponding AOS cluster environment for ESXi.

About this task

Note: When you add a AOS cluster, Move VM I|P address with the subnet 255.255.255.255 is added to the global NFS
alowlist.

Caution: Modifying the NFS alowlist of the destination container disables inheritance of the NFS allowlist
at the global level and lead to issues with Move operations.

To add a Nutanix AOS cluster environment, do the following:
Procedure

1. Logontothe Move Ul.
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2. Click + Add Environment under Environments.

Add Environment X

Enter Nutanix AHV/ESXi environment details that you want to migrate VMs
to. You can supply connection details for either Prism Element or Prism
Central.

Select Environment Type

Nutanix AOS

Environment Name

Nutanix Environment

User Name Password

Show

Cancel

Figure 9: Add AOS Environment Dialog Box

The Add Environment window appears.
3. Select Nutanix AOS as the target environment type.
4. Completetheindicated fields and click Add.

a. Environment Name: Enter aname for the NC2 on AWS and AHV or VMware ESXi on Nutanix
environment.

b. Nutanix Environment: Enter the |P address or the FQDN for the target Prism Central or Prism Element.
c. User Name: Enter the username for logging on to the target Nutanix environment.

d. Password: Enter the password for logging on to the target Nutanix environment.
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5. (Only for ESXi to ESXi migration) Enter credentials for registered vCenter.

Enter credentials for registered vcenter(s)

Cancel
Figure 10: vCenter Credentials Dialog box

vCenter credentials are required to update the target VM properties for ESXi to ESXi on Nutanix migration.

Note:

e You can skip adding vCenter credentialsif your sourceis not ESXi.

e Toretain the VM properties on the target VM after migration, be sure to provide the target vCenter
credentials. The following properties will be retained:

e SCSl controller types

* Network adaptor type

¢ MAC address

e Video card

e Memory overcommit variables
» Tool upgrade flag

e Sync time with host flag

e Disable acceleration flag

e Enablelogging flag

The AOS environment is added to the Move Ul and can be viewed in the Environmentslist in the left pane of
the Move dashboard.

What to do next

Once you have added the environments, you can proceed to create the migration plan. For more
information, refer to Creating a Migration Plan on page 42 or Creating a Migration Plan on page 84 or
Creating a Migration Plan on page 127 or Creating a Migration Plan (AWS to ESXi) on page 147 or
Creating a Migration Plan (ESXi to ESXi) on page 66 or Creating a Migration Plan (Hyper-V to ESXi) on
page 103 or Creating a Migration Plan (Azure to AHV) on page 171 or Creating a Migration Plan (Azure
to ESXi) on page 184
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Creating a Migration Plan (ESXi to ESXi)

You can create a migration plan to seed the data, cutover, and monitor the VMs. You can create the
migration plan in Move Ul without initiating the cutover process.

About this task

Note:

e Thisprocedure isonly applicable for migration from ESXi to ESXi.

» If you arelogging in for thefirst time, log on to the Move Ul with your default credentials.

* You must have admin user credentials to complete the migration process.

« |f you restart the management server, scheduled VM migration does not begin automatically.

« |f the source boot is set to UEFI, set up the boot device manually in the VM post migration for the
following operating systems.

+ Cent0S7.42,6838,81,82

e Ubuntu 12.04 4, 19.04

e OEL75

e RHEL 6.8, 8.1

For more information about setting up the boot device, refer to AHV Administration Guide.

* When Move encounters alarge source VM disk of size greater than 2 TB that belongs to one ESXi host,
Move prioritize the migration of this disk and does not migrate any other disks from the same host in
paralel. Only after the large VM disk migration gets completed, Move migrates the other disks from the
same host. Meanwhile, Move migrates the VM disks belongs to other source ESXi hostsin parallel.

» If you cancel or discard the migration till cutover state, the source VMs will be automatically cleaned up
if the Automatic preparation mode is selected. If the preparation mode selected is Manual, no cleanup
is performed by Move. However, you can perform manual cleanup.

For information on canceling an ongoing migration, see Pausing or Canceling a VM Migration on
page 257.

For information on performing manual cleanup, see Manual Cleanup for VM Migrations on
page 295.

To create a migration plan, do the following:
Procedure

1. Logontothe Move VM.
Select Migration Type window appears with the options - VM and Files.

2. Select VM and click Continue.
Move dashboard for VM migration appears.

3. Onthe Move dashboard, click Create a Migration Plan.
Note: If you have existing migration plans, click the + New Migration Plan link to create a plan.

The Enter Migration Plan Name window appears.
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4.  Enter the new migration plan name, and then click OK.
Note: You can edit the migration plan name by clicking the pencil icon next to the migration plan name.

The New Migration Plan window appears.
5. Complete the following fields, and then click Next.

a. Select a Source: Select any vCenter Server or standalone ESXi host source for migration.
Once you select the source, an appropriate target appears.

Note: You might at times see a message relating to inventory collection as shown below. During this

time, the environments undergoing Refresh will not be available for selection. Such environments do not
automatically show up for selection once the inventory collection is over. In case you wish to select one of the
environments undergoing Refresh (not available for selection), you will need to select Cancel and wait for
inventory collection to get over and then create the migration plan again.

o Source & Target Select VMs Network Configuration VM Preparation VM Settings Summary
Inventory collection is in progress for one or more environments. They will not be available for selection until the inventory collection is complete

Select Source

ect a Source

Select Target

Select a Target

Cancel

Figure 11: Inventory Collection Message
b. Select a Target: Select Prism Central or ESXi Prism Element as target for the VM migration.

c. Target Project (optional): Select the project you want as the target.
Thisfield isavailable only if Prism Central is selected as the target.

d. Target Cluster: Select the cluster on which you will migrate the VMs.
Thisfield isavailable only if Prism Central is selected as the target.

e. Target Containers: Select the container on which you will migrate the VMs.

6. Inthe Select VM s screen, select one or more VMs from thelist. To add all the VM, click +Add All, and then
click Next.

Note: You cannot add more than 50 VMsin a single migration plan.

Y ou can filter the VMs by namein the Filter bar. Y ou can also sort the VM types by selecting the appropriate
column. The VMs for which migration has failed are not displayed. To show the entire list of VMs, select All
VMs from the drop-down list. To show the configuration of VMs, select Configuration from the drop-down
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list. A question mark icon appears beside an unavailable VM, which displays more information about that VM
and might indicate why the VM cannot be migrated.

Note:

e |If the source VM has RDM disksin physical compatibility mode, then those disks are converted to
virtual compatibility mode during source VM preparation. By default, power cycle is enabled for
the VMs with physical RDM disks. Move performs the following:

1. Shut down the source VM.
2. Convert physical RDM disksto virtual compatibility mode.
3. Start the VM.

If power cycleis not enabled, then Move converts the physical RDM disks to virtual with VM in
powered on state.

e Migrate VMsretain their power state on the destination cluster.

The selected VMs are displayed in the sidebar.

7. Inthe Network Configuration screen, select the target network from the drop-down, and then click Next.
For performing test migration, refer to Creating a Test Capable VM Migration Plan on page 248 section.

8. IntheVM Preparation screen, select one of the following VM preparation modes.

» Automatic. Move automatically runs scripts on the source VMs to prepare them for migration.
» Manual. Move displays the VM preparation scripts for Windows and Linux VMs.

These scripts prepare the source VMs by performing the following:

- Runsthe I P address retention script.

- Runs Set SAN policy script.

Note: If you have not run the preparation script in the source VM, Move performs data-only migration. For
more information, refer to Performing Data-Only Migration on page 50.

» Mixed. Move alows you to select the VM preparation mode for each VM. This setting allows you to
manually prepare one set of VMs and automatically prepare another set of VMs in the same migration plan.
If you want to have such a hybrid combination of Automatic and Manual VM preparation modes, proceed
to the next step.

Note: The preparation mode automatically switchesto Mixed if you change the mode of preparation for a set

of VMsunder Change Settings and have amix of Automatic and Manual VM preparation modes. Y ou
cannot manually select the Mixed option from the Preparation Mode drop-down list.

9. (Optional) Under the Guest Oper ations section in the VM Preparation screen, do one or more of the settings.

a. Retain static IP addresses from source VMs: Retains static |P addresses from the source VMs to the
migrated VMs on AHV. By default, this option is enabled. Clear the checkbox if you do not want to retain
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the static | P addresses from the source VMs on the target VMSs. If you disable this option, the static network
is converted to DHCP network.

For Manual preparation mode, if you do not want to do not want to retain the static | P addresses from the
source VMs on the target VMs, do the following:

» For Windows VMs, change the argument from $retainl P = $trueto $retainlP = $fal sein
the script.

* For Linux VMs, remove the argument --retain-ip from the script.

b. (Only for Automatic preparation mode) Bypass Guest Operations on Source VMs: Select this check
box to bypass the guest operating system changes.

Y ou can select this option to override your migration to data-only migration.

Note: If you bypass guest operations on source VMs, Retain static IP addresses from source VMs
configuration will not be applicable.

C. (Only for Manua preparation mode) Re-Generate Script: This option gets enabled only when thereis
achange in the selection of the above-mentioned settings under the Guest Oper ations section. If enabled,
click this option to re-generate the VM preparation scripts for both Windows and Linux VMs.

10. Do one of the following based on whether the preparation mode sel ected:

» Automatic preparation mode: Provide the credentials of the source VMs under Windows VMs or Linux
VMs, depending on the type of the source VM.

Note:

e For Windows VMs - Move supports only username-password sign-in option for authentication.
It does not support username-PIN sign-in option.

e For Linux VMs- Apart from credentials, Move supports PEM file for authentication. Select the
Use Private (.PEM) file to authenticate option and upload the private key.

e |f you want to retain the static | P addresses, provide a common set of credentials for your
selected Windows or Linux VMs.

* |f you face any issues while using the .PEM file for authentication, refer to KB 7090.

e Currently, the default location where the preparation scripts are stored is the /tmp folder.

If the /tmp folder is mounted as noexec, then Move will fallback to the /var/tmp folder. If the/
var/tmp folder is also mounted as noexec, then Move will fallback to the /usr/tmp folder.

» Manual preparation mode: Copy the scripts and manually run them on the respective source VMs, and then
click Next.

Note:

» For running the script, use the Windows built-in administrator credentials for the Windows
VMs and use root user for the Linux VMs.

» |f you have not run the preparation script in the source VMs, Move performs data-only
migration.

For more information, refer to Performing Data-Only Migration on page 50.
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11. Inthe Overrideindividual VM Preparation section, click Change Settings to override the Guest
Operations settings (configured in the above steps) for the individual VMSs. Y ou can also edit the VM
preparation credentials, remove VMSs, or update the VM preparation mode.

Note: If you do any of the following for a VM, then copy the new generated scripts of that specific VM and run
them on the source VM:

* Changethe Mode of Preparation of aVM to Manual.

» Change any of the guest operation settings of a VM with the preparation mode set to Manual (an
icon appears next to the VM Name prompting to regenerate a new guest script).

Access the newly generated VM preparation script for that VM by selecting the Copy Scriptsicon
under the Actions column.

After making the required changes, click Done.
12. (Optional) Inthe VM Settings screen, do one or more of the settings, and then click Next.

a VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

b. Timezone: Set the timezone as the hardware clock of the VMs in target.

If set to default, Move configures UTC timezones for Linux VMs and cluster timezones for Windows VMs.

Note: Timezone isavailable only if Prism Central was selected as the target in the Source & Target
screen.

c. Retain MAC Addresses from the Source VMs: Select this check box to retain the MAC addresses
from the source VMs.

d. Skip CDROM addition on target VMs: Select this check box to skip the CDROM addition on the target
VMs.

e. Category Settings (Optional): Select the categories to which the target VM(s) should be assigned.

Only those categories that have values are available for selection.

Note: Category Settings isavailableonly if Prism Central was selected as the target in the Source &
Target screen.

f. VM Migration Type: Select one of the following VM migration types.

At the VM level, some of the target VM properties can be customized manually after the migration planis
created. For information on manually customizing the target VM configuration, refer to Customizing the
Target VM Configuration on page 255.

* Configure Target VM Properties: Thetarget VM synchronizes with the source VM properties at the
time of migration plan creation. Selecting this option allows you to edit the target VM properties at the
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VM level (during migration). For information on editing the target VM properties, refer to Customizing
the Target VM Configuration on page 255.

Note: Atthe VM level, only the following properties can be edited:

e Target VM name

*  Number of vCPUs

e Number of cores per vCPU
e Memory

* Power state

* Retain Source VM Properties: Thetarget VM synchronizes with the source VM properties whenever
Move refreshes the source VM configuration details. Only the customizable properties are refreshed on
the target. Selecting this option does not allow you to edit the target VM properties at the VM level.

Note:
* Thesource VM properties are refreshed in the following ways.

e (Manualy) When you click the Refresh Source VM Properties button.
e (Automatically) When you start amigration plan.
* (Automatically) When you initiate a cutover.

* When you start a migration plan, Move refreshes both source VM and target VM properties by
default. However, it will not refresh the target VM properties at the start of a migration plan if
you modified the target VM properties after migration plan creation.

g. Settings for individual VMs: Click Change Settings to configure settings such as timezone, retain
MAC addresses, VM priority, and skip CDROM addition for individual VMSs. Y ou can also search the VM
by typing the name of the VM and change the settings.

h. Schedule Data Seeding: Check this check box to select the date and time for migration.

Note: For migration of VMs with multiple NICs, static | P address configurations are applied correctly if the
MAC address retention is applied from source VMs, otherwise best effort P address configuration is done by
mapping one NIC at atime.

This action does not affect the VM data migration but requires you to manually prepare the guest operating

system with the necessary AHV drivers prior to cutover. In addition, if you bypass the guest operations, you
have to take care of the static |P address retention separately.
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13. Inthe Summary screen, choose one of the following, and then proceed review the VM migration summary.

» Back: Click this option to edit the information.

» Save: Click this option to save the migration plan.

For more information about how to start the migration later, and check the migrated VM status and details,
refer to Environments and Migration Plan Management on page 259.

» Save and Start: Click this option to save the migration plan and begin the migration immediately

The seeding process for migration begins. Y ou can monitor this information by selecting Status for the
migration plan.

Note: The seeding process can take several minutes depending on the number of VMs.

What to do next

* To customizethe target VM configuration at the VM level, refer to Customizing the Target VM Configuration
on page 255.

» If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover (ESXi to ESXi) on page 72.

Performing a Migration Cutover (ESXi to ESXi)

When the migration plan is started and the seeding process is complete, you can cut over the selected
VMs. You can monitor the VM migration progress by clicking the Status link.

About this task
Note:

* You can perform this operation only when the VM statusis Ready to Cutover.
e Recommended that cutover should be performed within one week of initial data seeding.

e |f theinitial data seeding finishesin less than 10 minutes, Move continues to wait for 10 minutes to take
the incremental snapshot; however, you can trigger the cutover immediately.

» The cutover process increments in absolute numbers.

Procedure

1. Inthe Move Ul, click the Ready to Cutover statusto display thelist of available VMs.

2. To perform cutover, select the VMs or group of VMSs.
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3. Click Cutover.
The cutover process performs the following VM actions.

L]

Shuts down the VM

Takes the final snapshots for the VM and copying the final changes to ESXi on Nutanix cluster

Adds anote in the VM in the vCenter

Disconnects the source VM network interfaces

Createsa VM in the target ESXi on Nutanix cluster
Attaches the replicated disksto the VM

Powers on or off the VM (depends on the initial power state)

Runs the scripts to set the static |P address

The cutover process begins immediately and takes afew minutes. Once cutover is complete, the VM isready for
use in the target.

What to do next

You can manage the migration plan once the migration plan is ready. For more information, refer to
Environments and Migration Plan Management on page 259

Performance Matrix for Large Data Migration (ESXi to ESXi)

Move performs end-to-end migration of large VMs. The scenarios are tested based on the following
parameters. The following tables show the performance numbers from the Move lab.

Table 8: Performance Numbers of Large Data Migration (ESXi to ESXi)

Total Number Size for Number 1I/O on the Data

Migration of VMs each of Vdisks source churn

size Vdisks

2TB 1 2TB 1 No No data
churn.

1TB 1 1TB 1 Yes 10 GB

NUTANIXX

Network Migration time taken

bandwidth
Data
seeding
10G 190
minutes
1G 418
minutes

Cutover

Less than
5 minutes

28
minutes
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HYPER-V TO AHV AND HYPER-V TO
NUTANIX CLOUD CLUSTERS (NC2) ON
AWS

Y ou can prepare and migrate VMs running on Hyper-V hypervisor to Nutanix Cloud Clusters (NC2) on AWS and
Hyper-V hypervisor to AHV by using Move.

Note:

e For migration from any source (ESXi, Hyper-V, and AWS) to AHV target and from any source (ESXi,
Hyper-V, and AWS) to NC2 on AWS target, Move should be deployed on the same destination target
cluster where the VMs need to be migrated.

* For NC2 on AWS, static | P retention is not enabled by defaullt.

Migration Considerations

Y ou must consider the supported guest operating systems, requirements, recommendations, unsupported features, and
limitations provided in this section before starting the migration process.

Supported Guest Operating Systems
Move supports some common operating systems from Hyper-V to AHV.

Note: The Move Ul does not display a message or warning during the creation of a migration plan if you are
attempting to migrate VMs running on an unsupported guest operating system.

For more information about the supported guest operating systems on AHV, refer to Compatibility and
Interoperability Matrix. It also indicates whether an operating system is community-supported, legacy, or deprecated
on AHV.

Table 9: Supported Guest Operating Systems

Operating systems Gen 1 Support Gen 2 Support
Windows Server 2022 Yes Yes **
Windows Server 2019 Yes Yes**
Windows Server 2016 Yes Yes **
Windows Server 2012 R2 Yes Yes **
Windows Server 2012 Yes Yes **
Windows Server 2008 SP2 (32 NA - target NA - source
bit)

Windows Server 2008 SP2 (64 NA - target NA - source
bit)

Windows Server 2008 R2 SP1 Yes NA - source
Windows Server 2003 SP2 (32 NA - target NA - source

bit)
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NUTANIXX

Operating systems
Windows 7 (32 bit)
Windows 7 (64 bit)
Windows 8 (32 bit)
Windows 8 (64 bit)
Windows 10 (32 bit)
Windows 10 (64 bit)
RHEL 6.5-6.9, 7.0-7.5 (64 bit)
RHEL 7.6-7.7
RHEL 7.8-8.0
RHEL 8.1-8.4
RHEL 9.1, 9.2

CentOS 6.5-6.9, 7.0-7.5 (64 bit),
8.1-8.2

CentOS 7.3

CentOS 8.0, 8.4

Ubuntu 14, 16, 18, 19.04, 20.04
FreeBSD 11

Debian 9.4

Oracle Linux 7.x

Oracle Linux 7.8, 9.1

SUSE 12 SP3

SUSE 12 SP5

SUSE 15 SP1

Gen 1 Support
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

Yes

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Not Certified
Yes

Yes

Gen 2 Support
NA - source
NA - source
NA - source
Yes **

NA - source
Yes **

NA -Target
Yes **

Yes

Not Certified
Yes

NA -Target

Yes **

Yes

Yes #

NA - source
Not Certified
Not Certified
Yes **

Yes

Yes

Yes **

Move | Hyper-V to AHV and Hyper-V to Nutanix Cloud Clusters (NC2) on AWS | 75



Table 10: Legend

Y es. Guest operating system is supported for migration.

NA - sour ce. Guest operating system is not supported on Microsoft Hyper-V for given generation.

NA - target. Guest operating system is not supported on AHV.

Yes**. Generation 2 guest operating system is supported for migration. For Generation 2 VM, during cutover
process, Secure Boot feature is disabled for VM on the added Hyper-V source until cutover is completed. Once
cutover is completed, the setting is reverted on the added Hyper-V source.

AwNE

Current available versions of AHV do not support Generation 2 VMs directly. Therefore, during the cutover
process, Move automatically runs the following command on amigrated VM on the target cluster.

acli vmupdate <vm.id> uefi _boot =True
This command passes the target information, | P address, and credentials to Move. This command might fail due
to the following reasons.

» The added target is Prism Central.

« Unableto SSH to Prism Element with the credentials provided while adding Prism Element astarget.

Perform the following manual steps on the target cluster if the migration of a Generation 2 VM fails with the
following error message: Failed to update UEFI flag for <VmName>

1. Shut down the VM.
2. Runthefollowing aCLI command.

acli vmupdate <vm i d> uefi _boot =True
3. Startthe VM.

After you perform the preceding steps and verify the VM on the target, discard the migration in Move for that
VM.

5. Yes # . In addition to the VM preparation, run the following commands on the source Ubuntu 14 and 16
Generation 2 VMs before migration.

1. Logontosource VM.
2. Change to bash shell.

sudo bash

3. Change the directory.
cd / boot/efi/EFI

4. Copy thefilesto boot directory.
cp -r ubuntu/ boot

5. Change the directory to boot.
cd boot

6. Renamethefile.

mv shi mx64. efi boot x64. ef i

Support for UEFI with Secure Boot Enabled VMs
Move supports UEFI with secure boot enabled VMs.
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Table 11: Supported Guest Operating Systems

Operating systems

Windows Server 2016, 2019, 2022
Windows Desktop 10

RHEL 7.7,9.1,9.2

Cent0S 7.3, 8.0, 8.4

Ubuntu 22.04

Oracle Linux 9.1

Note: Non-LVM (Logica Volume Management) home partition is lost with the migration of RHEL 9.x and OEL 9.x.
For workaround, refer to KB 13157.

Requirements

Before attempting to migrate VMs running on Hyper-V using Move, make sure to conform to the
requirements listed here.

General Requirements

Make sure to conform to the following requirements for Hyper-V to NC2 on AWS and AHV migration:

e Supported browser: Google Chrome.
» Ensure you have PowerShell version 4.0 or later.
» Ensure guest VMs have connectivity with Move.

* Ensurethat the guest VMs have integration services installed and an |P address is present in the Networking
section of the Hyper-V manager for automatic preparation of the source VMs.

For more information, refer to Manage Hyper-V Integration Services in Microsoft documentation for Hyper-V.

» Ensurethefollowing:

*  WIinRM is configured on Hyper-V servers and Windows guest VM.

« Thefollowing inbound and outbound ports using the TCP protocol are enabled for the Windows Remote
Management (WinRM) feature to work.

*  WInRM-HTTPS: 5986
* WIinRM-HTTP: 5985

Note: This requirement is applicable only for automatic VM preparation mode.

e If thelocal built-in administrator performs guest preparation, then admin approval mode must be disabled. By
default, admin approval modeisin disabled state. If the admin approval mode isin enabled state, refer to KB
7672 in the Nutanix Support Portal.

» The source has sufficient space for the snapshot disks created during migration.
» Network Security Services (NSS) 3.44 isrequired for Linux VMs.

- Beforeyou initiate a migration, ensure to disable backups.
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Note: If the Microsoft Hyper-V Server version is 2016 or higher, Nutanix recommends configuring the checkpoints as
production checkpoints for better migration performance. For information about the procedure to change checkpoints to
production checkpoints, refer to Microsoft documentation.

Prerequisites for Linux guest VMs:

e SSH service must be up and running.
» The credentials provided must have root or sudo user permission.

e Guest VM must have curl utility installed.

Service Accounts
For successful migration of VMs from Hyper-V to AHV and Hyper-V to NC2 on AWS, service accounts for the
following must have admin privileges.

e Source Hyper-V Server (standalone or cluster)
e Prism Element Ul for the AHV cluster

» Source VMs planned for migration
A user with administrator role for Windows source VMs or aroot user for Linux source VMsto run the source
VM preparation scripts.

Steps to Migrate VMs with Unordered Disks

To specify the boot disk for VMs with unordered boot disk information, perform the following steps:

1. SSH into the Move VM with the admin credentials. For more information, refer to Accessing Move VM with
SSH on page 21.
2. Switch to theroot user by entering the password for the admin user.

adm n@ove on ~ $ rs
[ sudo] password for adm n:

3. Browse to the directory /opt/xtract-vm/conf.
cd /opt/xtract-vm conf

4. Create or open the file tgtagent.json.
vi tgtagent.json

5. Create the JSON content.

Following is an example of tgtagent.json. Y ou can use this example JSON file, and change or remove the values
of the flags as necessary.

{
" AHVTar get Boot Confi g": {

"Convert | DEt oSCSI": fal se

}
}

Note: By default, Move converts IDE disksto SCSI. If you want to retain IDE disks and not convert them to SCSI,
then set ConvertIDEtoSCSI to f al se.

6. Restart the tgtagent container.

restart-tgtagent

Note: You can create this JISON file while the migration isin progress or before initiating the migration.
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Limitations
This section lists the limitations for migration from Hyper-V to AHV and Hyper-V to NC2 on AWS.

In addition to Migration Limitations on page 12, the support is constrained by the following.

Migration of guest VMs might fail if you delete an existing user snapshot or checkpoint during the migration.
VM names with single and double quotes are not supported for migration.

If VMs are configured with dynamic memory, Move takes only the start-up memory configuration while creating
thetarget VM on AHV.

Automatic installation of the Move Hyper-V agent is not supported for Windows Server 2012 (standalone &
cluster).

V Ms protected by Hyper-V replica are not supported.

To allow migration, disable the Hyper-V replication for the required VMs.

For Hyper-V to AHV migrations, if VMs have non-aligned disks, then migrated VMs might not power on.
Use Convert-VHD command to create VHD, and set the alignment before starting migration for such disks.
For more information, refer to Nutanix KB article 10980.

VMs migrated with more than one network interfaces might not retain all the |P addresses.

Workaround: Manually assign | P addresses after migration.

For 1P addresses retention to work for VMs having both static NIC and virtual switches, you need to select the
Retain MAC check box. Otherwise, | P addresses may not be retained on the migrated VMs.

After migration, Windows VMs with connected NICs only will retain their 1P address. Those with disconnected
NICswill not retain their | P address.

(For Hyper-V to NC2) Retention of static |P addressis not supported for VM migrations.

Adding Hyper-V Environment

While creating a migration plan for migration from Hyper-V to any target, be sure to add at least one Hyper-
V environment for migration.

About this task

Note: This procedure is only applicable for migration from Hyper-V.

To add aHyper-V environment, do the following:

Procedure

1. LogontoMoveUIl.
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2. Click + Add Environment under Environments.
The Add Environment appears.

Add Environment X

Select Environment Type

Microsoft Hyper-V

Environment Name

Hyper-V Server/Cluster

User Name Password

Show

Cancel

Figure 12: Add Hyper-V Environment Dialog Box
3. Select Microsoft Hyper-V asthe source environment type.
4. Complete theindicated fields and click Add.
a Environment Name: Enter aname for the Hyper-V environment.
b. Hyper-V Server: Enter the IP address or FQDN of the Hyper-V source server.
¢. Username: Enter a Windows account with administrator privileges of the Hyper-V source server.

d. Password: Enter the password for this Windows account.
Note:

e Hyper-V user account must have administrator privileges.

» Enter cluster IP address (or failover |P address) to discover al clustered VMs from Hyper-V
cluster environment.

» For cluster environment, enter the domain credentials the administrator privileges.
* You must either add the cluster |P address or the standalone | P address of the node.

The Hyper-V environment is added to the Move Ul and can be viewed in the Environments list in the left pane
of the Move dashboard.

What to do next

You can also add a Nutanix AHV environment. For more information, refer to Adding a Nutanix AOS
Cluster Environment on page 80

Adding a Nutanix AOS Cluster Environment

While creating a migration plan, if you need to add AHV as the source or target, or ESXi on Nutanix as a
target, then you have to add at least one AOS cluster environment for migration.
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About this task

Note: When you add a AOS cluster, Move VM |P address with the subnet 255.255.255.255 is added to the global NFS
alowlist.

Caution: Modifying the NFS alowlist of the destination container disables inheritance of the NFS allowlist
at the global level and lead to issues with Move operations.

To add a Nutanix AOS cluster environment, do the following:
Procedure

1. LogontotheMoveUl.

2. Click + Add Environment under Environments.

Add Environment X

Enter Nutanix AHV/ESXi environment details that you want to migrate VMs
to. You can supply connection details for either Prism Element or Prism
Central.

Select Environment Type

Nutanix AOS

Environment Name

Nutanix Environment

User Name Password

Show

Cancel

Figure 13: Add AOS Environment Dialog Box

The Add Environment window appears.
3. Select Nutanix AOS as the target environment type.
4. Complete theindicated fields and click Add.

a Environment Name: Enter aname for the NC2 on AWS and AHV or VMware ESXi on Nutanix
environment.

b. Nutanix Environment: Enter the IP address or the FQDN for the target Prism Central or Prism Element.
c. User Name: Enter the username for logging on to the target Nutanix environment.

d. Password: Enter the password for logging on to the target Nutanix environment.
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5. (Only for ESXi to ESXi migration) Enter credentials for registered vCenter.

Enter credentials for registered vcenter(s)

stered vCenter(s). vCenter credentials are needed

for ESXi to ESXi on Nutanix migratio

ter credentials if your source is not ESX

Cancel
Figure 14: vCenter Credentials Dialog box

vCenter credentials are required to update the target VM properties for ESXi to ESXi on Nutanix migration.
Note: You can skip adding vCenter credentials if your source is not ESXi.

The AOS environment is added to the Move Ul and can be viewed in the Environmentslist in the left pane of
the Move dashboard.

What to do next

Once you have added the environments, you can proceed to create the migration plan. For more
information, refer to Creating a Migration Plan on page 42 or Creating a Migration Plan on page 84 or
Creating a Migration Plan on page 127 or Creating a Migration Plan (AWS to ESXi) on page 147 or
Creating a Migration Plan (ESXi to ESXi) on page 66 or Creating a Migration Plan (Hyper-V to ESXi) on
page 103 or Creating a Migration Plan (Azure to AHV) on page 171 or Creating a Migration Plan (Azure
to ESXi) on page 184

Deploying the Move Agent on Hyper-V Host

Y ou can manually or automatically deploy the Move agent on the source Hyper-V host.

Manual Deployment

To download and install the Move agent on each of the source Hyper-V host machine to support VM discovery and
migrations, do the following:

1. Inthe Hyper-V host, download move-agent-installer.exe from http://<nutanix-move-ip>/downloads/agents/
move-agent-installer.exe.

Replace <nut ani x- move- i p> with the |P address of the Move VM.

2. Goto the location where you have downloaded the agent, and copy or move the downloaded file under C:\users
\Administrator.

3. Launch the command prompt with Run as Administrator to run the following command from C:\users
\Administrator.

nmove- agent-installer.exe -o [operation] -ip [nove ip] -u [user]
Example: nove- agent-i nstall er.exe -o install -ip 10.5.244.55 -u user

User can be either adomain or local user with administrator privileges.
4. Enter the password when the command prompt requests for it.
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Note:

e Do not use -p option in the command to include the password if the password contains special
characters. The PowerShell console throws an exception when a password containing special characters
isincluded in the command using -p option.

» By default, the Move agent isinstalled in the user directory. If you want to change the location, use the -
d option.

e Touninstall the Move agent, use the command nove- agent -i nstal | er. exe -o renove.
« Enter help along with any command for information to display options for that command.

* Move agent serviceinstallation will add inbound firewall rule to open port 8087, which is required for
Move VM and Hyper-V interactions. The Move Hyper-V agent service running on Hyper-V uses the
8087 port for interactions with Move. This service requires only the 8087 port and you cannot customize
this service to use any other port.

» Ensure that the service manager console is not opened during installation or removal of the Move agent.

* For using different IP address for Move agent installation on Hyper-V host, refer to Using Different IP
Address for Move Agent Installation on Hyper-V Host on page 83.

Automatic Deployment

Note:

» Before the deployment, the source Hyper-V server must have WinRM enabled over HTTP or HTTPS.
For more information, refer to Enabling WinRM  on page 92.

e Automatic installation of the Move Hyper-V agent is not supported for Windows Server 2012
(standalone and cluster).

* The Move Hyper-V agent service running on Hyper-V uses the 8087 port for interactions with Move.
This service requires only the 8087 port and you cannot customize this service to use any other port.

Move Hyper-V agent is pushed and installed automatically to the Hyper-V source when the Hyper-V server is added
asasourcein the Move Ul.

Using Different IP Address for Move Agent Installation on Hyper-V Host

You can use different IP address for Move agent installation on Hyper-V host other than Move ethO IP
address.

About this task
To use different |P address for Move agent installation on Hyper-V host, do the following:

Procedure

1. Go to the path /opt/xtract-vm/conf/.
cd /opt/xtract-vni conf/

2. Create srcagent.json.

3. Add thefollowing content to the file.

{
"Hyper VProvi der Confi g":
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"Movel PFor Hyper VAgent I nstal | ati on": "Mve interface |IP"
}
Replace Move i nterface | P withthelP addressto be used for Move agent installation.

4. Restart srcagent service.
For multiple interfaces on Move, refer to Nutanix KB article 7399.

Creating a Migration Plan

You can create a migration plan to seed the data, cutover, and monitor the VMs. You can create the
migration plan in Move without initiating the cutover process.

About this task

Note:

e Thisprocedure is only applicable for migration from Hyper-V to NC2 on AWS and AHV.

e If the source boot is set to UEFI, set up the boot device manually in the VM post migration for the
following operating systems.

e Cent0S7.42,683,8,81,82

e Ubuntu 12.04 4, 19.04

e OEL75

* RHEL 6.8,8.1

For more information about setting up the boot device, refer to AHV Administration Guide.

e TheMove Ul does not display a message or warning during the creation of amigration plan if you are
attempting to migrate VMs running on an unsupported guest operating systems.

e |f youareloggingin for thefirst time, log on to the Move Ul with your defaults credentials.

» |f you cancel or discard the migration till cutover state, the source VMs will be automatically cleaned up
if the Automatic preparation mode is selected. If the preparation mode selected is Manual, no cleanup
is performed by Move. However, you can perform manual cleanup.

For information on canceling an ongoing migration, see Pausing or Canceling a VM Migration on
page 257.

For information on performing manual cleanup, see Manual Cleanup for VM Migrations on
page 295.

To create a migration plan, do the following:
Procedure

1. Logontothe Move VM.
Select Migration Type window appears with the options - VM and Files.

2. Select VM and click Continue.
Move dashboard for VM migration appears.
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3. Onthe Move dashboard, click Create a Migration Plan.
Note: If you have existing migration plans, click the + New Migration Plan link to create a plan.
The Enter Migration Plan Name window appears.
4.  Enter the new migration plan name, and then click OK.
Note: You can edit the migration plan name by clicking the pencil icon next to the migration plan name.

The New Migration Plan window appears.
5. Complete the following fields, and then click Next.

a. Select a Source: Select an added Hyper-V source for migration.
Once you select the source, an appropriate target appears.

Note: You might at times see a message relating to inventory collection as shown below. During this

time, the environments undergoing Refresh will not be available for selection. Such environments do not
automatically show up for selection once the inventory collection is over. In case you wish to select one of the
environments undergoing Refresh (not available for selection), you will need to select Cancel and wait for
inventory collection to get over and then create the migration plan again.

o Source & Target Select VMs Network Configuration VM Preparation VM Settings Summary
Inventory collection is in progress for one or more environments. They will not be available for selection until the inventory collection is complete

Select Source

ct a Source

Select Target

Select a Target

Cancel

Figure 15: Inventory Collection Message
b. Select a Target: Select the target for the migrating VMs.

c. Target Project (optional): Select the project you want as the target.
Thisfield isavailable only with Prism Central and when AHV isthe target.

d. Target Owners: Select the owners for the selected target project.
Thisfield isavailable only when atarget project is selected.

e. Target Cluster: Select the cluster on which you will migrate the VMs.

f. Target Container: Select the container on which you will migrate the VMs.
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6. Inthe Select VM s screen, select one or more VMs from thelist. To add all the VM, click the + icon next to
Name, and then click Next.

Note: You cannot add more than 50 VMsin a single migration plan.

Y ou can filter the VMs by namein the Filter bar. Y ou can also sort the VM types by selecting the appropriate
column.

Note: The VMs for which migration has failed are not displayed. To show the entire list of VMs, select All
VMs from the drop-down list. A question mark icon appears beside an unavailable VM, which displays more
information about that VM and indicates why the VM cannot be migrated.

Note: Migrate VMsretain their power state on AHV.

The selected VMs are displayed in the sidebar.

7. Inthe Network Configuration screen, select the target network from the drop-down.

* [Applicable only if Prism Central is used] Move provides the option to select VPC-based or VLAN-based
target subnets. Based on the selection of aVPC or VLAN ID as the target network, the respective subnets are
listed in the target subnet drop-down menu. Select the required subnet from the drop-down menu.

Note: Overlay subnets which do not have | P address pool(s) associated will be disabled in the subnet drop-
down menu.

For performing test migration, refer to Creating a Test Capable VM Migration Plan on page 248 section.
Click Next.

8. Inthe VM Preparation screen, under the Preparation M ode drop-down, select Automatic. You can aso
select one of the following VM preparation modes.

» Automatic. Move automatically runs scripts on the source VMs to prepare them for migration. Provide the
credentials of the source VMs under Windows VMs or Linux VMs, depending on the type of the source
VM.

Note:

» For Windows VMs, Move supports only username-password sign-in option for authentication.
It does not support username-PIN sign-in option.

e Currently, the default location where the preparation scripts are stored is the /tmp folder.

If the /tmp folder is mounted as noexec, then Move will fallback to the /var/tmp folder. If the/
var/tmp folder is also mounted as noexec, then Move will fallback to the /usr/tmp folder.
For more information, refer to Automatic VM Preparation for Hyper-V on page 90.
» Manual. Move displays the VM preparation scripts for Windows and Linux VMs.

» Mixed. Move alows you to select the VM preparation mode for each VM. This setting allows you to
manually prepare one set of VMs and automatically prepare another set of VMs in the same migration plan.
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If you want to have such a hybrid combination of Automatic and Manual VM preparation modes, proceed
to step 10.

Note: The preparation mode automatically switchesto Mixed if you change the mode of preparation for a set
of VMsunder Change Settings and have amix of Automatic and Manual VM preparation modes. Y ou
cannot manually select the Custom option from the Preparation Mode drop-down list.

To perform data-only migration, refer to Performing Data-Only Migration on page 93.
9. (Optional) Under the Guest Oper ations section in the VM Preparation screen, do one or more of the settings:

a. Retain static IP addresses from source VMs: Retains static | P addresses from the source VMs to the
migrated VMs on AHV. By default, this option is enabled. Clear the checkbox if you do not want to retain
the static | P addresses from the source VMs on the target VMSs. If you disable this option, the static network
is converted to DHCP network.

For Manual preparation mode, if you do not want to do not want to retain the static | P addresses from the
source VMs on the target VMs, do the following:

* For Windows VMs, change the argument from $retainl P = $trueto $retainl P = $fal sein
the script.

* For Linux VMs, remove the argument --retain-ip from the script.

b. (Only for Manual preparation mode) Re-Generate Script: This option gets enabled only when thereis
achange in the selection of the above-mentioned settings under the Guest Oper ations section. If enabled,
click this option to re-generate the VM preparation scripts for both Windows and Linux VMs.

10. (For manual preparation mode only) To manually download and run migration preparation software, select
Manual, and then run the scripts provided in VM Preparation on the respective guest VMs.

Note: This step isamandatory. Do not start the VM migration if the script execution fails.

Ensure the following.

e |f you are preparing the VM one more time, the C: \ Nut ani x folder must not be present on the
guest Windows VM before running the VM preparation scripts.

» Theguest VM must be reachable from Move.

* Run the preparation scripts with administrator or root permissions.

These scripts prepare the VMs by installing Nutanix Virtl O device drivers.

11. Inthe Overrideindividual VM Preparation section, click Change Settings to override the Guest
Operations settings (configured in the above steps) for the individual VMSs. Y ou can also edit the VM
preparation credentials, remove VMs, or update the VM preparation mode.

Note: If you do any of the following for aVM, then copy the new generated scripts of that specific VM and run
them on the source VM:

* Changethe Mode of Preparation of aVM to Manual.

» Change any of the guest operation settings of a VM with the preparation mode set to Manual (an
icon appears next to the VM Name prompting to regenerate a new guest script).

Access the newly generated VM preparation script for that VMM by selecting the Copy Scriptsicon
under the Actions column.

After making the required changes, click Done.
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12. (Optional) Inthe VM Settings screen, do one or more of the settings, and then click Next.

a VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

b. Timezone: Set the timezone as the hardware clock of the VMs in target.
If set to default, Move configures UTC timezones for Linux VMs and cluster timezones for Windows VMs.
c. Category Settings (Optional): Select the categories to which the target VM(s) should be assigned.
Only those categories which have values are available for selection.

d. Retain MAC Addresses from the Source VMs: Select this check box to retain the MAC addresses
from the source VMs.

e. Skip CDROM addition on target VMs: Select this check box to skip the CDROM addition on the target
VMs.

f. Enable Memory Overcommit: Select this option to enable memory overcommit on the target VM.
For more information on memory overcommit deployment, refer to AHV Administration Guide.

g. VM Migration Type: Select one of the following VM migration types.

At the VM level, some of the target VM properties can be customized manually after the migration planis
created. For information on manually customizing the target VM configuration, refer to Customizing the
Target VM Configuration on page 255.

* Configure Target VM Properties: The target VM synchronizes with the source VM properties at the
time of migration plan creation. Selecting this option alows you to edit the target VM properties at the
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VM level (during migration). For information on editing the target VM properties, refer to Customizing
the Target VM Configuration on page 255.

Note: Atthe VM level, only the following properties can be edited:

e Target VM name

*  Number of vCPUs

e Number of cores per vCPU
e Memory

* Power state

* Retain Source VM Properties: Thetarget VM synchronizes with the source VM properties whenever
Move refreshes the source VM configuration details. Only the customizable properties are refreshed on
the target. Selecting this option does not allow you to edit the target VM properties at the VM level.

Note:
* Thesource VM properties are refreshed in the following ways.

e (Manualy) When you click the Refresh Source VM Properties button.
e (Automatically) When you start amigration plan.
* (Automatically) When you initiate a cutover.

* When you start a migration plan, Move refreshes both source VM and target VM properties by
default. However, it will not refresh the target VM properties at the start of a migration plan if
you modified the target VM properties after migration plan creation.

h. Settings for individual VMs: Click Change Settings to configure settings such as timezone, retain
MAC addresses, VM priority, and skip CDROM addition for individual VMSs. Y ou can also search the VM
by typing the name of the VM and change the settings.

i. Schedule Data Seeding: Check this check box to select the date and time for migration.

Note: For migration of VMs with multiple NICs, static | P address configurations are applied correctly if the
MAC address retention is applied from source VMs, otherwise best effort P address configuration is done by
mapping one NIC at atime.

This action does not affect the VM data migration but requires you to manually prepare the guest operating

system with the necessary AHV drivers prior to cutover. In addition, if you bypass the guest operations, you
have to take care of the static |P address retention separately.

NUTANID Move | Hyper-V to AHV and Hyper-V to Nutanix Cloud Clusters (NC2) on AWS | 89



13. Inthe Summary screen, choose one of the following, and then proceed review the VM migration summary.

» Back: Click this option to edit the information.

» Save: Click this option to save the migration plan.

For more information about how to start the migration later, and check the migrated VM status and details,
refer to Environments and Migration Plan Management on page 259.

» Save and Start: Click this option to save the migration plan and begin the migration immediately

The seeding process for migration begins. Y ou can monitor this information by selecting Status for the
migration plan.

Note: The seeding process can take several minutes depending on the number of VMs.

What to do next

* To customizethe target VM configuration at the VM level, refer to Customizing the Target VM Configuration
on page 255.

» If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover on page 94.

Automatic VM Preparation for Hyper-V
You can automate the guest VM preparation.

Before you begin

General prerequisites

* TheVM IP address must be present in the Hyper-V manager in the Networking section.
If the IP addressis not present, then check the Hyper-V integration services status.

¢ Guest VM must be reachable from the Move VM.
Prerequisites for Windows guest VMs

«  WinRM should be configured on the guest VM.
For more information, refer to Enabling WinRM on page 92.
» The credentias provided must have administrator privileges.

e Make sure that the folder c:\Nutanix is not present on the guest VM before initiating the migration if the user is
preparing the VM one more time.

Prerequisites for Linux guest VMs

e SSH service should be up and running.
* The credentials provided must have root or sudo user permission.

* Guest VM should have curl utility installed.

About this task

Note:
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» For powered off guest VM, Move does not validate the guest VM credentials in the preparation phase.
The credentials are validated during the migration phase. If the credentials are incorrect, then you cannot
retry the migration of the guest VM. Y ou must discard the migration of the guest VM.

e |f UAC isenabled or the automatic VM preparation fails for certain VMs, you can choose to use manual
preparation to prepare such VMs.

For more information about manual VM preparation, refer to Creating a Migration Plan on
page 84.

To automatically prepare the VMs, do the following:
Procedure

1. Inthe Preparation Mode drop-down, select Automatic.
To perform data-only migration, refer to Performing Data-Only Migration on page 93.

2. (Optional) Under the Guest Operations section in the VM Prepar ation screen, do the following:

a Retain static IP addresses from source VMs: Retains static | P addresses from the source VMsto the
migrated VMson AHV. By default, this option is enabled. Clear this checkbox if you do not want to retain
the static | P addresses from the source VMs on the target VMSs. If you disable this option, the static network is
converted to DHCP network.

3. Complete the fieldsin Credentialsfor Source VMs. If VMsin the migration plan have same credentials, then
enter the user name and password for the guest VMsto allow Move to install the necessary drivers.

4. Inthe Overrideindividual VM Preparation section, click Change Settings to override the Guest
Operations settings (configured in the above steps) for the individual VMs. Y ou can also edit the VM
preparation credentials, remove VMSs, or update the VM preparation mode.
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5. (Optional) Inthe VM Settings screen, do one or more of the settings, and then click Next.

a. VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

b. Timezone: Set the timezone as the hardware clock of the VMsin target.
If set to default, Move configures UTC timezones for Linux VMs and cluster timezones for Windows VMs.
c. Category Settings (Optional): Select the categories to which the target VM(s) should be assigned.
Only those categories which have values are available for selection.

d. Retain MAC Addresses from the Source VMs: Select this check box to retain the MAC addresses from
the source VMs.

e. Skip CDROM addition on target VMs: Select this check box to skip the CDROM addition on the target
VMs.

f. Enable Memory Overcommit: Select this option to enable memory overcommit on the target VM.
For more information on memory overcommit deployment, refer to AHV Administration Guide.

g. Settings for individual VMs: Click Change settings to configure settings such as timezone, retain MAC
addresses, VM priority, and skip CDROM addition for individual VMs. Y ou can aso search the VM by typing
the name of the VM and change the settings.

Note: For migration of VMs with multiple NICs, static | P address configurations are applied correctly if the
MAC address retention is applied from source VMs, otherwise best effort |P address configuration is done by
mapping one NIC at atime.

This action does not affect the VM data migration but requires you to manually prepare the guest operating
system with the necessary AHV drivers prior to cutover. In addition, if you bypass the guest operations, you
have to take care of the static |P address retention separately.

h. Schedule Data Seeding: Check this check box to select the date and time for migration.

The credentials of VMs are validated. Once the validation is successful, the Guest Tools are downloaded and
installed in all the VMs of the migration plan. Then, the VMs are validated for readiness.

Note: If the validation of credentials or Guest Tools installation fails, you can update the credentials or remove the
VM from the migration plan and proceed by clicking Next.

What to do next

If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover on page 94.

Enabling WinRM
Enable WinRM to install the Guest Tools on Windows Hyper-V VMs.

About this task

Note:

e Thismethod is a prerequisite for automatic VM preparation to work with Windows Hyper-V VMs.
e Ensurethat the ingress ports 5985 and 5986 are enabled.

To enable WinRM, do the following:
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Procedure

1. Open PowerShell in Windows VM.

2. Run the script to enable WinRM for Windows Hyper-V VMs.

> wi nrm qui ckconfig -q

winrm set winrm config/winrs '@ MuxMenoryPer Shel | MB="300"}"
winrm set winrm config '@ MaxTi meout ns="1800000"}"

wi nrm set wi nrm config/service ' @Al | omUnencrypted="true"}"
winrm set wi nrm config/service/auth ' @Basi c="true"}'

netsh advfirewall firewall add rul e nane="W nRM 5985" protocol =TCP dir=in
| ocal port=5985 acti on=al | ow

netsh advfirewall firewall add rul e nane="W nRM 5986" protocol =TCP dir=in
| ocal port=5986 acti on=al | ow

net stop winrm
cnd /c 'sc config winrmstart= auto'
net start wnrm

3. Run the script to enable Secure Sockets Layer (SSL).

> $c = New Sel f Si gnedCertificate -DnsNane "$(hostnane)" -CertStorelLocation cert:
\ Local Machi ne\ My
Wi nrm create w nrm confi g/Li stener?Addr ess=*+Tr anspor t =HTTPS

" @ Host nane=""$(host nane) " "; CertificateThunbprint=""%$($c. ThunbPrint) "}"

Performing Data-Only Migration

Move performs data-only migration when you select Automatic preparation mode while creating a
migration plan, and bypass the guest operations or does not provide the source VM credentials while
preparing a migration plan. Or when you select Manual preparation mode while creating a migration plan,
and do not run the preparation script in the source VMs. In data-only migration, Move skips the source VM
guest operating system preparation tasks which includes installing VirtlO driver and copying of the scripts
to retain the IP address. It also skips the uninstallation of VMware tools after migration.

About this task
Note: Data-only migration is only supported for the following migrations:

* From ESXi to AHV and ESXi to NC2 on AWS

e From Hyper-V to AHV and Hyper-V to NC2 on AWS
e From Hyper-V to ESXi

e From AHV to AHV

To perform data-only migration, do the following:
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Procedure

1. Inthe VM Preparation screen, if you select Automatic, then proceed without providing the credentials for the
source VMs or select the Bypass Guest Operations on Source VMs check box or if you select Manual, do
not run the preparation script in the source VMs.

The following message appears when the Automatic preparation mode is selected,

OS Credentials

1 Guest VMs do not have operating system

credentials.

Once you proceed, Move will only migrate the VMs data
and create VM in the target environment. The Guest
operations on the VMs will be bypgssed. Please provide
credentials for the VMs in case you don't want to bypass
the guest operations.

Don't Proceed

Figure 16: OS Credentials Dialog Box
2. Click Continue.
Move migrates the VMs data and createsa VM in the target, and bypasses the operating system operations.

Performing a Migration Cutover

When the migration plan is started and the seeding process is complete, you can cut over the selected
VMs in the AHV cluster. You can monitor the VM migration progress by clicking the Status link.

About this task
Note:
* You can perform this operation only when the VM statusis Ready to Cutover.

» Recommended that cutover should be performed within one week of initial data seeding.

e |f theinitial data seeding finishesin less than 10 minutes, the Move continues to wait for 10 minutes to
take the incremental snapshot; however, you can trigger the cutover immediately.

» The cutover processincrements in absolute numbers.

» For cutover of Hyper-V source VMs, it is recommended to go with maximum 30 VMs at atime.

To perform a cutover, do the following:
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Procedure

1. Inthe Move Ul, click the Ready to Cutover statusto display thelist of available VMs.
2. Select the VMs or group of VMsto cut over.

3. Click Cutover.
The cutover process performs the following VM actions.
e Shutsdown the VM
e Takesthefinal snapshotsfor the VM and copying the final changesto AHV after the last 10 minute interval
¢ AddsanoteintheVM inthe Hyper-V manager
» Disconnects the source VM network interfaces
e CreatesaVM inthetarget AHV cluster
e Attachesthereplicated disksto the VM
e Powerson or off the VM (depends on the initial power state)
* Runsthe scripts to set the static |P address

The cutover process begins immediately and might take afew minutes. Once cutover is complete, the VM is ready
for usein the new AHV cluster.

What to do next

You can manage the migration plan once the migration plan is ready. For more information, refer to
Environments and Migration Plan Management on page 259

Performance Matrix for Large Data Migration

Move performs end-to-end migration of large VMs. The scenarios are tested based on the following
parameters. The following tables show the performance numbers from the Move lab.

Table 12: Performance Numbers of Large Data Migration (Hyper-V to AHV)

Total Number  Size of Number I/O on the Data Network Migration time taken

Migration of VMs each of Vdisks source churn bandwidth

size Vdisks
Data Cutover
seeding

2TB 1 2TB 1 No No I/O 10G 430 Less than
minutes 5 minutes

2TB 1 1TB 2 No No I/O 10G 260 Less than
minutes 5 minutes

2TB 1 512 GB 4 No No I/O 10G 215 Less than
minutes 5 minutes

2TB 1 256 GB 8 No No 1/O 10G 225 Less than
minutes 5 minutes

2TB 20 100 GB 20 No No 1/O 10G 210 Less than

minutes 5 minutes
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HYPER-V TO ESXI

Y ou can prepare and migrate VMs running on Hyper-V hypervisor to ESXi on Nutanix by using Move.

Note: ESXi as atarget refers to ESXi running on Nutanix appliances.

Migration Considerations

Y ou must consider the supported guest operating systems, requirements, recommendations, unsupported features, and
limitations provided in this section before starting the migration process.

Supported Guest Operating Systems
Move supports some common operating systems for migration from Hyper-V to ESXi on Nutanix.

Note: The Move Ul does not display a message or warning during the creation of a migration plan if you are
attempting to migrate VMs running on an unsupported guest operating systems.

Generation 1 VMs Support

* Windows 2008 R2, Windows 2012 R2, Windows 2016
e RHELG6,7

» CentOS6, 7

e SUSE Linux Enterprise Server 12 SP2

e Ubuntu Server 12.0.4

Generation 2 VMs Support (UEFI Enabled VMSs)

*  Windows 2012 R2, Windows 2016

e RHEL7

* CentOS7

e SUSE Linux Enterprise Server 12 SP2

Support for UEFI with Secure Boot Enabled VMs
Move supports UEFI with secure boot enabled VMs.

Table 13: Supported Guest Operating Systems
Operating systems

Windows 2012 R2, Windows 2016

Requirements

Before attempting to migrate VMs running on Hyper-V using Move, make sure to conform to the
requirements listed here.

General Requirements

Make sure to conform to the following requirements for Hyper-V to ESXi migration:
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e Supported browser: Google Chrome.
» Ensureyou have PowerShell version 4.0 or later.
» Ensure guest VMs have connectivity with Move.

* Ensurethat the guest VMs have integration services installed and an |P addressis present in the Networking
section of the Hyper-V manager for automatic preparation of the source VMs.

For more information, refer to Manage Hyper-V Integration Services section in the Microsoft documentation for
Hyper-V.

» Ensurethefollowing:

*  WIinRM is configured on Hyper-V servers and Windows guest VM.

« Thefollowing inbound and outbound ports using the TCP protocol are enabled for the Windows Remote
Management (WinRM) feature to work.

*  WInRM-HTTPS: 5986
* WIinRM-HTTP: 5985

Note: This requirement is applicable only for automatic VM preparation mode.

« If alocal built-in administrator user performs guest preparation, admin approval mode should be disabled. By
default, admin approval modeisin disabled state. If the admin approval mode isin enabled state, refer to KB
7672 in the Nutanix Support Portal.

» The source should have sufficient space for the snapshot disks created during migration.
» Network Security Services (NSS) 3.44 isrequired for Linux VMs.

« Beforeyou initiate a migration, ensure to disable backups.

Note: If the Microsoft Hyper-V Server version is 2016 or higher, Nutanix recommends to configure the checkpoints as
production checkpoints for better migration performance. For information about the procedure to change checkpoints to
production checkpoints, refer to Microsoft documentation.

Prerequisites for Linux guest VMs:

* SSH service should be up and running.
* Thecredentials provided must have root or sudo user permission.

e Guest VM should have curl utility installed.

Service Accounts

For successful migration of VMs from Hyper-V to ESXi, service accounts for the following must have admin
privileges.

e Source Hyper-V Server (standalone or cluster)

» vCenter Server

* Prism Element Ul for the ESXi on Nutanix cluster

» Source VMs planned for migration

A user with administrator role for Windows source VMs or aroot user for Linux source VMsto run the source
VM preparation scripts.
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Limitations
This section lists the limitations for migration from Hyper-V to ESXi.

In addition to Migration Limitations on page 12, the support is constrained by the following.

Migration of guest VMs might fail if you delete an existing user snapshot or checkpoint during the migration.
VM names with single and double quotes are not supported for migration.

If VMs are configured with dynamic memory, Move takes only the start-up memory configuration while creating
the target VM on ESXi.

Automatic installation of the Move Hyper-V agent is not supported for Windows Server 2012 (standalone &
cluster).

V Ms protected by Hyper-V replica are not supported.

To allow migration, disable the Hyper-V replication for the required VMs.

VVMs migrated with more than one network interfaces might not retain all the |P addresses.
Workaround: Manually assign | P addresses after migration.

After migration, Windows VMs with connected NICs only will retain their | P address. Those with disconnected
NICswill not retain their |P address.

Adding Hyper-V Environment

While creating a migration plan for migration from Hyper-V to any target, be sure to add at least one Hyper-
V environment for migration.

About this task

Note: This procedure is only applicable for migration from Hyper-V.

To add aHyper-V environment, do the following:

Procedure

1. LogontoMoveUI.
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2. Click + Add Environment under Environments.
The Add Environment appears.

Add Environment X

Select Environment Type

Microsoft Hyper-V

Environment Name

Hyper-V Server/Cluster

User Name Password

Show

Cancel

Figure 17: Add Hyper-V Environment Dialog Box
3. Select Microsoft Hyper-V asthe source environment type.
4. Complete theindicated fields and click Add.
a Environment Name: Enter aname for the Hyper-V environment.
b. Hyper-V Server: Enter the IP address or FQDN of the Hyper-V source server.
¢. Username: Enter a Windows account with administrator privileges of the Hyper-V source server.

d. Password: Enter the password for this Windows account.
Note:

e Hyper-V user account must have administrator privileges.

» Enter cluster IP address (or failover |P address) to discover al clustered VMs from Hyper-V
cluster environment.

» For cluster environment, enter the domain credentials the administrator privileges.
* You must either add the cluster |P address or the standalone | P address of the node.

The Hyper-V environment is added to the Move Ul and can be viewed in the Environments list in the left pane
of the Move dashboard.

What to do next

You can also add a Nutanix AHV environment. For more information, refer to Adding a Nutanix AOS
Cluster Environment on page 99

Adding a Nutanix AOS Cluster Environment

While creating a migration plan, if you need to add AHV as the source or target, or ESXi on Nutanix as a
target, then you have to add at least one AOS cluster environment for migration.
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About this task

Note: When you add a AOS cluster, Move VM |P address with the subnet 255.255.255.255 is added to the global NFS
alowlist.

Caution: Modifying the NFS alowlist of the destination container disables inheritance of the NFS allowlist
at the global level and lead to issues with Move operations.

To add a Nutanix AOS cluster environment, do the following:
Procedure

1. LogontotheMoveUl.

2. Click + Add Environment under Environments.

Add Environment X

Enter Nutanix AHV/ESXi environment details that you want to migrate VMs
to. You can supply connection details for either Prism Element or Prism
Central.

Select Environment Type

Nutanix AOS

Environment Name

Nutanix Environment

User Name Password

Show

Cancel

Figure 18: Add AOS Environment Dialog Box

The Add Environment window appears.
3. Select Nutanix AOS as the target environment type.
4. Complete theindicated fields and click Add.

a Environment Name: Enter aname for the NC2 on AWS and AHV or VMware ESXi on Nutanix
environment.

b. Nutanix Environment: Enter the IP address or the FQDN for the target Prism Central or Prism Element.
c. User Name: Enter the username for logging on to the target Nutanix environment.

d. Password: Enter the password for logging on to the target Nutanix environment.
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5. (Only for ESXi to ESXi migration) Enter credentials for registered vCenter.

Enter credentials for registered vcenter(s)

stered vCenter(s). vCenter credentials are needed

for ESXi to ESXi on Nutanix migratio

ter credentials if your source is not ESX

Cancel
Figure 19: vCenter Credentials Dialog box

vCenter credentials are required to update the target VM properties for ESXi to ESXi on Nutanix migration.
Note: You can skip adding vCenter credentials if your source is not ESXi.

The AOS environment is added to the Move Ul and can be viewed in the Environmentslist in the left pane of
the Move dashboard.

What to do next

Once you have added the environments, you can proceed to create the migration plan. For more
information, refer to Creating a Migration Plan on page 42 or Creating a Migration Plan on page 84 or
Creating a Migration Plan on page 127 or Creating a Migration Plan (AWS to ESXi) on page 147 or
Creating a Migration Plan (ESXi to ESXi) on page 66 or Creating a Migration Plan (Hyper-V to ESXi) on
page 103 or Creating a Migration Plan (Azure to AHV) on page 171 or Creating a Migration Plan (Azure
to ESXi) on page 184

Deploying the Move Agent on Hyper-V Host

Y ou can manually or automatically deploy the Move agent on the source Hyper-V host.

Manual Deployment

To download and install the Move agent on each of the source Hyper-V host machine to support VM discovery and
migrations, do the following:

1. Inthe Hyper-V host, download move-agent-installer.exe from http://<nutanix-move-ip>/downloads/agents/
move-agent-installer.exe.

Replace <nut ani x- move- i p> with the |P address of the Move VM.

2. Goto the location where you have downloaded the agent, and copy or move the downloaded file under C:\users
\Administrator.

3. Launch the command prompt with Run as Administrator to run the following command from C:\users
\Administrator.

nmove- agent-installer.exe -o [operation] -ip [nove ip] -u [user]
Example: nove- agent-i nstall er.exe -o install -ip 10.5.244.55 -u user

User can be either adomain or local user with administrator privileges.
4. Enter the password when the command prompt requests for it.
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Note:

e Do not use -p option in the command to include the password if the password contains special
characters. The PowerShell console throws an exception when a password containing special characters
isincluded in the command using -p option.

» By default, the Move agent isinstalled in the user directory. If you want to change the location, use the -
d option.

e Touninstall the Move agent, use the command nove- agent -i nstal | er. exe -o renove.
« Enter help along with any command for information to display options for that command.

* Move agent serviceinstallation will add inbound firewall rule to open port 8087, which is required for
Move VM and Hyper-V interactions. The Move Hyper-V agent service running on Hyper-V uses the
8087 port for interactions with Move. This service requires only the 8087 port and you cannot customize
this service to use any other port.

» Ensure that the service manager console is not opened during installation or removal of the Move agent.

* For using different IP address for Move agent installation on Hyper-V host, refer to Using Different IP
Address for Move Agent Installation on Hyper-V Host on page 102.

Automatic Deployment

Note:

» Before the deployment, the source Hyper-V server must have WinRM enabled over HTTP or HTTPS.
For more information, refer to Enabling WinRM  on page 111.

e Automatic installation of the Move Hyper-V agent is not supported for Windows Server 2012
(standalone and cluster).

* The Move Hyper-V agent service running on Hyper-V uses the 8087 port for interactions with Move.
This service requires only the 8087 port and you cannot customize this service to use any other port.

Move Hyper-V agent is pushed and installed automatically to the Hyper-V source when the Hyper-V server is added
asasourcein the Move Ul.

Using Different IP Address for Move Agent Installation on Hyper-V Host

You can use different IP address for Move agent installation on Hyper-V host other than Move ethO IP
address.

About this task
To use different |P address for Move agent installation on Hyper-V host, do the following:

Procedure

1. Go to the path /opt/xtract-vm/conf/.
cd /opt/xtract-vni conf/

2. Create srcagent.json.

3. Add thefollowing content to the file.

{
"Hyper VProvi der Confi g":
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"Movel PFor Hyper VAgent I nstal | ati on": "Mve interface |IP"

}
Replace Move i nterface | P withthelP addressto be used for Move agent installation.

4. Restart srcagent service.

For multiple interfaces on Move, refer to Nutanix KB article 7399.

Creating a Migration Plan (Hyper-V to ESXi)

You can create a migration plan to seed the data, cutover, and monitor the VMs. You can create the
migration plan in Move without initiating the cutover process.

About this task

Note:

e Thisprocedure isonly applicable for migration from Hyper-V to ESXi.

e The Move Ul does not display a message or warning during the creation of a migration plan if you are
attempting to migrate VMs running on an unsupported guest operating systems.

» If youareloggingin for thefirst time, log on to the Move Ul with your defaults credentials.

» If you cancel or discard the migration till cutover state, the source VMs will be automatically cleaned up
if the Automatic preparation mode is selected. If the preparation mode selected is Manual, no cleanup
is performed by Move. However, you can perform manual cleanup.

For information on canceling an ongoing migration, see Pausing or Canceling a VM Migration on
page 257.

For information on performing manual cleanup, see Manual Cleanup for VM Migrations on
page 295.

To create a migration plan, do the following:

Procedure
1. Logontothe Move VM.
Select Migration Type window appears with the options - VM and Files.
2. Select VM and click Continue.
Move dashboard for VM migration appears.
3. Onthe Move dashboard, click Create a Migration Plan.
Note: If you have existing migration plans, click the + New Migration Plan link to create a plan.
The Enter Migration Plan Name window appears.
4.  Enter the new migration plan name, and then click OK.

Note: You can edit the migration plan name by clicking the pencil icon next to the migration plan name.

The New Migration Plan window appears.
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5. Complete the following fields, and then click Next.

a. Select a Source: Select an added Hyper-V source for migration.
Once you select the source, an appropriate target appears.

Note: You might at times see a message relating to inventory collection as shown below. During this
time, the environments undergoing Refresh will not be available for selection. Such environments do not
automatically show up for selection once the inventory collection is over. In case you wish to select one of the

environments undergoing Refresh (not available for selection), you will need to select Cancel and wait for
inventory collection to get over and then create the migration plan again.

o Source & Target Select VMs Network Configuration VM Preparation VM Settings Summary
Inventory collection is in progress for one or more environments. They will not be available for selection until the inventory collection is complete

Select Source

Select a Source

Select Target

Select a Target

Cancel

Figure 20: Inventory Collection Message
b. Select a Target: Select the ESXi target for the migrating VMs.
c. Target Containers: Select the container on which you will migrate the VMs.

6. Inthe Select VM s screen, select one or more VMs from thelist. To add all the VM, click the + icon next to
Name, and then click Next.

Note: You cannot add more than 50 VMsin a single migration plan.

Y ou can filter the VMs by namein the Filter bar. Y ou can also sort the VM types by selecting the appropriate
column.

Note: The VMs for which migration has failed are not displayed. To show the entire list of VMs, select All

VMs from the drop-down list. A question mark icon appears beside an unavailable VM, which displays more
information about that VM and indicates why the VM cannot be migrated.

Note: Migrate VMsretain their power state on AHV.
The selected VMs are displayed in the sidebar.

7. Inthe Network Configuration screen, select the target network from the drop-down, and then click Next.
For performing test migration, refer to Creating a Test Capable VM Migration Plan on page 248 section.
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8. IntheVM Preparation screen, under the Preparation M ode drop-down, select Automatic. You can aso
select one of the following VM preparation modes.

» Automatic. Move automatically runs scripts on the source VMs to prepare them for migration.

» Manual. Move displays the VM preparation scripts for Windows and Linux VMs. Copy the scripts and
manually run them on the source VMs.

» Mixed. Move alowsyou to select the VM preparation mode for each VM. This setting allows you to
manually prepare one set of VMs and automatically prepare another set of VMs in the same migration plan.
If you want to have such a hybrid combination of Automatic and Manual VM preparation modes, proceed
to step 9.

Note: The preparation mode automatically switchesto Mixed if you change the mode of preparation for a set
of VMs under Change Settings and have amix of Automatic and Manual VM preparation modes. Y ou
cannot manually select the Custom option from the Preparation Mode drop-down list.

To perform data-only migration, refer to Performing Data-Only Migration (Hyper-V to ESXi) on page 112.
9.  Under the Guest Operations section in the VM Preparation screen, do one or more of the settings:

a. Retain static IP addresses from source VMs: Retains static | P addresses from the source VMs to the
migrated VMs on AHV. By default, this option is enabled. Clear the checkbox if you do not want to retain
the static | P addresses from the source VMs on the target VMSs. If you disable this option, the static network
is converted to DHCP network.

For Manual preparation mode, if you do not want to do not want to retain the static | P addresses from the
source VMs on the target VM, do the following:

» For Windows VMs, change the argument from $retainl P = $trueto $retainl P = $fal sein
the script.

e For Linux VMs, remove the argument --retain-ip from the script.

b. (Only for Automatic preparation mode) Bypass Guest Operations on Source VMs: Select this check
box to bypass the guest operating system changes.

Y ou can select this option to override your migration to data-only migration.

Note: If you bypass guest operations on source VMs, Retain static IP addresses from source VMs
and Uninstall VMware Tools configuration will not be applicable.

C. (Only for Manua preparation mode) Re-Generate Script: This option gets enabled only when thereis
achange in the selection of the above-mentioned settings under the Guest Oper ations section. If enabled,
click this option to re-generate the VM preparation scripts for both Windows and Linux VMs.

10. (For Automatic preparation mode only) Y ou must provide the credentials of the source VMs under Windows
VMs or Linux VMs, depending on the type of the source VM.

Note: For Windows VVMs, Move supports only username-password sign-in option for authentication. It does not
support username-PIN sign-in option.

For more information, refer to Automatic VM Preparation for Hyper-V on page 109.
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11. (For Manual preparation mode only) To manually download and run migration preparation software, select
Manual, and then run the scripts provided in VM Prepar ation on the respective guest VMs.

Note: This step isamandatory. Do not start the VM migration if the script execution fails.

Ensure the following.

» If you are preparing the VM one more time, the C: \ Nut ani x folder must not be present on the
guest Windows VM before running the VM preparation scripts.

e Theguest VM must be reachable from Move.

» Run the preparation scripts with administrator or root permissions.

These scripts prepare the VMs by installing Nutanix Virtl O device drivers.

12. (For Mixed preparation mode only) If you want to have a combination of Automatic and Manual VM
preparation modes, do the following.

a Click Change Settings under Overrideindividual VM Preparation section.

b. For the VMswhose mode of preparation you want to change, select the mode of preparation (Automatic or
Manual) and click Done.

Note: If you select Manual, you must copy the displayed scripts and run them on the source VMs.

13. Inthe Overrideindividual VM Preparation section, click Change Settings to override the Guest
Operations settings (configured in the above steps) for the individual VMSs. Y ou can also edit the VM
preparation credentials, remove VMSs, or update the VM preparation mode.

Note: If you do any of the following for aVVM, then copy the new generated scripts of that specific VM and run
them on the source VM:

* Changethe Mode of Preparation of aVM to Manual.

» Change any of the guest operation settings of a VM with the preparation mode set to Manual (an
icon appears next to the VM Name prompting to regenerate a new guest script).

Access the newly generated VM preparation script for that VM by selecting the Copy Scriptsicon
under the Actions column.

After making the required changes, click Done.
Then, click Next.
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14. Inthe VM Settings screen, do the following, and then click Next.

a

VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

Timezone: Set the timezone as the hardware clock of the VMsin target.
If set to default, Move configures UTC timezones for Linux VMs and cluster timezones for Windows VMs.
Category Settings (Optional): Select the categories to which the target VM(s) should be assigned.

Only those categories which have values are available for selection.

VM Migration Type: Select one of the following VM migration types.

At the VM level, some of the target VM properties can be customized manually after the migration planis
created. For information on manually customizing the target VM configuration, refer to Customizing the
Target VM Configuration on page 255.

* Configure Target VM Properties: The target VM synchronizes with the source VM properties at the
time of migration plan creation. Selecting this option allows you to edit the target VM properties at the
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VM level (during migration). For information on editing the target VM properties, refer to Customizing
the Target VM Configuration on page 255.

Note: Atthe VM level, only the following properties can be edited:

e Target VM name

*  Number of vCPUs

e Number of cores per vCPU
e Memory

* Power state

* Retain Source VM Properties: Thetarget VM synchronizes with the source VM properties whenever
Move refreshes the source VM configuration details. Only the customizable properties are refreshed on
the target. Selecting this option does not allow you to edit the target VM properties at the VM level.

Note:
* Thesource VM properties are refreshed in the following ways.

e (Manualy) When you click the Refresh Source VM Properties button.
e (Automatically) When you start amigration plan.
* (Automatically) When you initiate a cutover.

* When you start a migration plan, Move refreshes both source VM and target VM properties by
default. However, it will not refresh the target VM properties at the start of a migration plan if
you modified the target VM properties after migration plan creation.

e. Settings for individual VMs: Click Change Settings to configure settings such as timezone and VM
priority for individual VMs. Y ou can also search the VM by typing the name of the VM and change the
settings.

f. Schedule Data Seeding: Select this checkbox to select the date and time for migration.

Note: For migration of VMs with multiple NICs, static | P address configurations are applied correctly if the
MAC address retention is applied from source VMs, otherwise best effort P address configuration is done by
mapping one NIC at atime.

This action does not affect the VM data migration but requires you to manually prepare the guest operating

system with the necessary AHV drivers prior to cutover. In addition, if you bypass the guest operations, you
have to take care of the static |P address retention separately.
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15. Inthe Summary screen, choose one of the following, and then proceed review the VM migration summary.

» Back: Click this option to edit the information.

» Save: Click this option to save the migration plan.

For more information about how to start the migration later, and check the migrated VM status and details,
refer to Environments and Migration Plan Management on page 259.

» Save and Start: Click this option to save the migration plan and begin the migration immediately

The seeding process for migration begins. Y ou can monitor this information by selecting Status for the
migration plan.

Note: The seeding process can take several minutes depending on the number of VMs.

What to do next

* To customizethe target VM configuration at the VM level, refer to Customizing the Target VM Configuration
on page 255.

» If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover on page 113.

Automatic VM Preparation for Hyper-V
You can automate the guest VM preparation.

Before you begin

General prerequisites

* TheVM IP address must be present in the Hyper-V manager in the Networking section.
If the IP addressis not present, then check the Hyper-V integration services status.

¢ Guest VM must be reachable from the Move VM.
Prerequisites for Windows guest VMs

«  WinRM should be configured on the guest VM.
For more information, refer to Enabling WinRM  on page 111.
» The credentias provided must have administrator privileges.

e Make sure that the folder c:\Nutanix is not present on the guest VM before initiating the migration if the user is
preparing the VM one more time.

Prerequisites for Linux guest VMs

e SSH service should be up and running.
* The credentials provided must have root or sudo user permission.

* Guest VM should have curl utility installed.

About this task

Note:
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» For powered off guest VM, Move does not validate the guest VM credentials in the preparation phase.
The credentials are validated during the migration phase. If the credentials are incorrect, then you cannot
retry the migration of the guest VM. Y ou must discard the migration of the guest VM.

e |f UAC isenabled or the automatic VM preparation fails for certain VMs, you can choose to use manual
preparation to prepare such VMs.

For more information about manual VM preparation, refer to Creating a Migration Plan (Hyper-V to
ESXi) on page 103.

To automatically prepare the VMs, do the following:
Procedure

1. Inthe Preparation Mode drop-down, select Automatic.
To perform data-only migration, refer to Performing Data-Only Migration (Hyper-V to ESXi) on page 112.

2. Select the settings as necessary under the Guest Oper ations section in the VM Prepar ation screen.

3. Completethefieldsin Credentialsfor Source VMs. If VMsin the migration plan have same credentials, then
enter the username and password for the guest VMsto alow Moveto install the necessary drivers.

4. IntheOverrideIndividual VM Settings section, do the following, and then click Next.

a Click Change settings to override the settings for the individual VMs. Y ou can update the VM preparation
credentials of the VMs, remove VMSs, or update the VM preparation mode.

Note: If you select Manual, you must copy the displayed scripts and run them on the source VMs.
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5. Inthe VM Settings screen, do one or more of the settings, and then click Next.

a. VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

b. Timezone: Set the timezone as the hardware clock of the VMsin target.

If set to default, Move configures UTC timezones for Linux VMs and cluster timezones for Windows VMs.

c. Category Settings (Optional): Select the categories to which the target VM(s) should be assigned.

Only those categories which have values are available for selection.

d. Settings for individual VMs: Click Change settings to configure settings such as timezone and VM
priority for individual VMs. Y ou can also search the VM by typing the name of the VM and change the
settings.

Note: For migration of VMs with multiple NICs, static | P address configurations are applied correctly if the

MAC address retention is applied from source VMs, otherwise best effort | P address configuration is done by
mapping one NIC at atime.

This action does not affect the VM data migration but requires you to manually prepare the guest operating
system with the necessary AHV drivers prior to cutover. In addition, if you bypass the guest operations, you
have to take care of the static | P address retention separately.

e. Schedule Data Seeding: Select this checkbox to select the date and time for migration.

The credentials of VMs are validated. Once the validation is successful, the Guest Tools are downloaded and
installed in al the VMs of the migration plan. Then, the VMs are validated for readiness.

Note: If the validation of credentials or Guest Tools installation fails, you can update the credentials or remove the
VM from the migration plan and proceed by clicking Next.

What to do next

If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover on page 113.

Enabling WinRM
Enable WinRM to install the Guest Tools on Windows Hyper-V VMs.

About this task

Note:

» Thismethod is a prerequisite for automatic VM preparation to work with Windows Hyper-V VMs.
e Ensurethat the ingress ports 5985 and 5986 are enabled.

To enable WinRM, do the following:

Procedure

1. Open PowerShell in Windows VM.

2. Run the script to enable WinRM for Windows Hyper-V VMs.

> wi nrm qui ckconfig -q
winrm set winrm config/winrs '@ MuxMenoryPer Shel | MB="300"}"
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winrm set winrmconfig '@ MaxTi neout ns="1800000"}"
winrm set wi nrm config/service ' @Al | omnencrypted="true"}"
winrm set winrm config/service/lauth ' @Basi c="true"}'

netsh advfirewall firewall add rule nane="W nRM 5985" protocol =TCP dir=in
| ocal port=5985 acti on=al | ow

netsh advfirewall firewall add rule nane="W nRM 5986" protocol =TCP dir=in
| ocal port=5986 acti on=al | ow

net stop winrm
cnd /c 'sc config winrmstart= auto'
net start wnrm

3. Run the script to enable Secure Sockets Layer (SSL).

> $c = New Sel f Si gnedCertificate -DnsNane "$(hostname)" -CertStorelLocation cert:
\ Local Machi ne\ My
Wi nrm create w nrm confi g/Listener?Addr ess=*+Tr anspor t =HTTPS

" @ Host name=""$(host nane) *"; Certifi cat eThunbprint=""$($c. ThunbPrint) "}"

Performing Data-Only Migration (Hyper-V to ESXi)

Move performs data-only migration when you select Automatic preparation mode while creating a
migration plan, and bypass the guest operations or does not provide the source VM credentials while
preparing a migration plan. Or when you select Manual preparation mode while creating a migration plan,
and do not run the preparation script in the source VMs. In data-only migration, Move skips the source VM
guest operating system preparation tasks which includes installing VirtlO driver and copying of the scripts
to retain the IP address. It also skips the uninstallation of VMware tools after migration.

About this task
Note: Data-only migration is only supported for the following migrations:

e From ESXi to AHV and ESXi to NC2 on AWS

e From Hyper-V to AHV and Hyper-V to NC2 on AWS
e From Hyper-V to ESXi

e FromAHV to AHV

To perform data-only migration, do the following:
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Procedure

1. Inthe VM Preparation screen, if you select Automatic, then proceed without providing the credentials for the
source VMs or select the Bypass Guest Operations on Source VMs check box or if you select Manual, do
not run the preparation script in the source VMs.

The following message appears when the Automatic preparation mode is selected,

OS Credentials

1 Guest VMs do not have operating system

credentials.

Once you proceed, Move will only migrate the VMs data
and create VM in the target environment. The Guest
operations on the VMs will be bypgssed. Please provide
credentials for the VMs in case you don't want to bypass
the guest operations.

Don't Proceed

Figure 21: OS Credentials Dialog Box
2. Click Continue.
Move migrates the VMs data and createsa VM in the target, and bypasses the operating system operations.

Performing a Migration Cutover

When the migration plan is started and the seeding process is complete, you can cut over the selected
VMs in the ESXi cluster. You can monitor the VM migration progress by clicking the Status link.

About this task
Note:
* You can perform this operation only when the VM statusis Ready to Cutover.

» Recommended that cutover should be performed within one week of initial data seeding.

e |f theinitial data seeding finishesin less than 10 minutes, the Move continues to wait for 10 minutes to
take the incremental snapshot; however, you can trigger the cutover immediately.

» The cutover processincrements in absolute numbers.

» For cutover of Hyper-V source VMs, it is recommended to go with maximum 30 VMs at atime.

To perform a cutover, do the following:
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Procedure

1. Inthe Move Ul, click the Ready to Cutover statusto display thelist of available VMs.
2. Select the VMs or group of VMsto cut over.

3. Click Cutover.
The cutover process performs the following VM actions.
e Shutsdown the VM
e Takesthefinal snapshots for the VM and copying the final changesto ESXi after the last 10 minute interval
¢ AddsanoteintheVM inthe Hyper-V manager
» Disconnects the source VM network interfaces
e CreatesaVM inthetarget ESXi cluster
e Attachesthereplicated disksto the VM
e Powerson or off the VM (depends on the initial power state)
* Runsthe scripts to set the static |P address

The cutover process begins immediately and might take afew minutes. Once cutover is complete, the VM is ready
for usein the new ESXi cluster.

What to do next

You can manage the migration plan once the migration plan is ready. For more information, refer to
Environments and Migration Plan Management on page 259

Performance Matrix for Large Data Migration

Move performs end-to-end migration of large VMs. The scenarios are tested based on the following
parameters. The following tables show the performance numbers from the Move lab.

Table 14: Performance Numbers of Large Data Migration (Hyper-V to ESXi)

Total Number  Size of Number I/O on the Data Network Migration time taken

Migration of VMs each of Vdisks source churn bandwidth

size Vdisks
Data Cutover
seeding

2TB 1 2TB 1 No No I/O 10G 430 Less than
minutes 5 minutes

2TB 1 1TB 2 No No I/O 10G 260 Less than
minutes 5 minutes

2TB 1 512 GB 4 No No I/O 10G 215 Less than
minutes 5 minutes

2TB 1 256 GB 8 No No 1/O 10G 225 Less than
minutes 5 minutes

2TB 20 100 GB 20 No No 1/O 10G 210 Less than

minutes 5 minutes
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AWS TO AHV AND AWS TO NUTANIX
CLOUD CLUSTERS (NC2) ON AWS

Y ou can prepare and migrate AWS EC2 instances to Nutanix Cloud Clusters (NC2) on AWS and AWS EC2
instances to AHV by using Move.

Note:

e For migration from any source (ESXi, Hyper-V, and AWS) to AHV target and from any source (ESXi,
Hyper-V, and AWS) to NC2 on AWS target, Move should be deployed on the same destination target
cluster where the VMs need to be migrated.

* For NC2 on AWS, static | P retention is not enabled by default.

Migration Considerations
Y ou must consider the supported guest operating systems, requirements, recommendations, unsupported features, and
limitations provided in this section before starting the migration process.

Supported Guest Operating Systems

Move supports some common operating systems. Unless otherwise specified, Nutanix has qualified the following 64-
bit guest operating system versions.

For more information about the supported guest operating systems on AHV, refer to Compatibility and
Interoperability Matrix. It also indicates whether an operating system is community-supported, legacy, or deprecated
on AHV.

Fully Supported

Note: Some of the operating systems do not support AWS System Manager and thereby cannot used for Automatic
preparation. These are marked for Manual preparation only in the following list:

e Windows7, 8, 8.1, 10 (Manua preparation only)
*  Windows Server 2008 R2, 2012, 2012 R2, 2016, 2019
» RHEL 6.3 (32-bit and 64-bit supported) (Manual preparation only), 6.5-6.10, 7.0-7.7, and 8.1

Note: RHEL 6.3 is supported only with IDE as the disk controller.

+ Cent0S7.8,79
e CentOS 6.3 (32-hit and 64-bit supported) to 6.9, 7.0-8.2

Note: CentOS 6.3 is supported only with IDE as the disk controller.

« Ubuntu Server and Desktop 12.04.5, 14.04.x, 16.04.x, 16.10 (32-bit and 64-bit supported)
e Ubuntu Server 12.0.4, 18.04, 19.04 (Manua preparation only)
» SUSE 11 SP3/SP4 (Manual preparation only), SUSE 12, SUSE 12 SP1/ SP2/ SP3/ SP4
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Oracle Linux 6.4 and later (Manual preparation only), 7.5-7.9, 8.8

Note: If you face kernel panic issue on Oracle Linux versions after migration to AHV, then refer and apply the KB
article 000004604 for these Oracle Linux VMs.

Debian 9.4

Requirements

Before attempting to migrate VMs running on AWS using Move, make sure to conform to the requirements
listed here.

General Requirements

Ensure to conform to the following requirements for AWS EC2 instances to NC2 on AWS and AWS EC2 instances
to AHV migration.

Supported browser: Google Chrome

Ensure you have PowerShell version 4.0 or later.

Ensure that you enable all outbound portsin the source VM.

The VMs that are being migrated must be able to connect to the public S3 buckets.

Ensure TCP 443 connection to AWS endpoint for operationsin AWS.

For Windows source VM, ensure to disable UAC for Windows administrator user.

For Linux source VMs, ensure that the VM has Internet connectivity during initial preparation to download the
required packages. Install the following packages along with their dependencies: wget, curl, jq, bash, sudo.

For automated guest preparation, make sure that the guest VM has enabled and is managed by the AWS SSM

Agent.

Network Security Services (NSS) 3.44 isrequired for Linux VMs.

Before you initiate a migration, ensure to disable backups.

The AWS account provided while adding an AWS source must have the set of permissions as provided in the
following JSON to do end-to-end migration of an EC2 instance.

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "Visual EditorQ",
"Effect": "Allow',
"Action": [
"iam Si mul at ePri nci pal Pol i cy",
"i am Get User",
"ec2: *Descri be*",

"ssm Descri bel nst ancel nf or mat i on",
"ssm SendConmand",
"ssm Get Command| nvocati on",

"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ebs:
"ebs:

NUTANIXX

Cr eat eSnapshot s",

Del et eSnhapshot ",

St opl nst ances”,
Startl nstances",

Cr eat eTags",

Del et eTags",

Li st Snapshot Bl ocks",
Li st ChangedBl ocks",

Move | AWS to AHV and AWS to Nutanix Cloud Clusters (NC2) on AWS | 116


https://portal.nutanix.com/page/documents/kbs/details?targetId=kA032000000bmytCAA

"ebs: Get Snapshot Bl ock"

1,

"Resource": "*"

» The AWS account provided while adding AWS as both source and target must have the set of permissions as
provided in the following JSON to do end-to-end migration of an EC2 instance.

{

"Version": "2012-10-17",

"Statement": [

{

"Sid": "Visual Editor0",
"Effect": "Allow',

"Action": [

"iam Si mul at ePri nci pal Policy",
"iam Get User",

"ec2: *Descri be*",

"ssm Descri bel nst ancel nf or mati on",
"ssm SendConmand",

"ssm Get Commandl| nvocati on",
"ec2: Cr eat eSnapshot s",

"ec2: Del et eSnapshot ",

"ec2: St opl nst ances",

"ec2: Startl nstances",

"ec2: CreateTags",

"ec2: Del et eTags”,

"ebs: Li st Snapshot Bl ocks",
"ebs: Li st ChangedBl ocks",

"ebs: Get Snapshot Bl ock",

"ec2: *KeyPair*",

"ec2: Runl nst ances",

"ec2: Ter m nat el nst ances",
"ec2: Cr eat eVol une",

"ec2: Del et eVol une",

"ec2: Att achVol une",

"ec2: Det achVol une",

"ec2: Modi fyl nstanceAttri bute",
"ebs: St art Snapshot ",

" ebs: Put Snapshot Bl ock",

"ebs: Conpl et eSnapshot *,

"ec2: Regi sterl mage",

"ec2: Deregi st erl nage"

1,

"Resource": "*"

}
]
}

* Move should have dl the permissions listed above for the following regions.

Note: There can be restrictions for certain regions. For more information, refer to the next point.

"af - sout h- 1" I
"ap- east - 1" /1
"ap-northeast-1" //
"ap-northeast-2" //
"ap-northeast-3" //
"ap- sout h- 1" /1
"ap- sout h- 2" /1

NUTANIXX

Africa (Cape Town).

Asia Pacific (Hong Kong).
Asia Pacific (Tokyo).
Asia Pacific (Seoul).
Asia Pacific (Csaka).
Asia Pacific (Munbai).
Asi a Pacific (Hyderabad).

Move | AWS to AHV and AWS to Nutanix Cloud Clusters (NC2) on AWS | 117



"ap- sout heast - 1"
"ap- sout heast - 2"
"ap- sout heast - 3"
"ap- sout heast - 4"
"ca-central - 1"
"eu-central -1"
"eu-central -2"
"eu-north-1"
"eu-sout h- 1"
"eu- sout h-2"
"eu-west-1"

"eu- west - 2"

"eu- west - 3"
"me-central - 1"
"nme-sout h- 1"
"sa-east-1"
"us-east-1"

"us- east - 2"
"us-west-1"
"us-west - 2"

/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1
/1

Asi a Pacific (Singapore).
Asi a Pacific (Sydney).
Asia Pacific (Jakarta).
Asi a Pacific (Ml bourne).
Canada (Central).

Eur ope (Frankfurt).

Eur ope (Zurich).

Eur ope (Stockhol m.
Europe (M I an).

Eur ope (Spain).

Europe (lrel and).

Eur ope (London).

Eur ope (Paris).

M ddl e East (UAE).

M ddl e East (Bahrain).
South Anerica (Sao Paul 0).
US East (N. Virginia).

US East (Chio).

US West (N. California).
US West (Oregon).

» Policies needed for explicit deny by region:

Move should always have the following permissions for the region us- east - 1:

e jam Get User

e jiam Simul atePrinci pal Policy

Examples of the JSON are provided below.

When restricting access to specific regions, the AWS account provided while adding an AWS source must have
the set of permissions as provided in the following JSON to do end-to-end migration.

{

"Version": "2012-10-17",

"Statement": [

{

"Sid": "Visual Editor0",
"Effect": "Al ow',

"Action": [

"ec2: *Descri be*",

"ssm Descri bel nst ancel nf or mati on",
"ssm SendConmand",

"ssm Get Commandl| nvocati on",
"ec2: Cr eat eSnapshot s",

"ec2: Del et eSnapshot ",

"ec2: St opl nst ances",

"ec2: Startl nstances",

"ec2: CreateTags",

"ec2: Del et eTags",

"ebs: Li st Snapshot Bl ocks",
"ebs: Li st ChangedBl ocks",
"ebs: Get Snapshot Bl ock"

1,

" Resour ce":

"Condi tion"

(TRORT

{

"StringEqual s": {
"aws: Request edRegi on": [
" <AWS- REG ON- 1>",
" <AWS- REG ON- 2>",

NUTANIXX

Move | AWS to AHV and AWS to Nutanix Cloud Clusters (NC2) on AWS | 118



}
b
{
"Sid": "Visual Editor1",

"Effect": "Allow',
"Action": |
"iam Get User",
"iam Si nmul at ePri nci pal Pol i cy"
IF
"Resource": "*",
"Condition": {
"StringEqual s": {
"aws: Request edRegi on": [
"us-east-1",
" <AW5- REG ON- 1>",
" <AW5- REG ON- 2>"

When restricting access to specific regions, the AWS account provided while adding AWS as source and target
must have the set of permissions as provided in the following JSON to do end-to-end migration.

{
"Version": "2012-10-17",

"Statement": [
{

"Sid": "Visual EditorQ",

"Effect": "Allow',

"Action": |
"iam Si nmul at ePri nci pal Pol i cy",
"iam Get User",
"ec2: *Descri be*",
"ssm Descri bel nst ancel nf or mati on",
"ssm SendConmand",
"ssm Get Commandl nvocati on",
"ec2: Cr eat eSnapshot s",
"ec2: Del et eSnapshot ",
"ec2: St opl nst ances",
"ec2: Startlnstances"”,
"ec2: CreateTags",
"ec2: Del et eTags",
"ebs: Li st Snapshot Bl ocks",
"ebs: Li st ChangedBl ocks",
"ebs: Get Snapshot Bl ock",
"ec2: *KeyPair*",
"ec2: Runl nst ances",
"ec2: Ter m nat el nst ances",
"ec2: Creat eVol une",
"ec2: Del et eVol une",
"ec2: AttachVol une",
"ec2: Det achVol une",
"ec2: Modi fyl nstanceAttri bute",
"ebs: St art Snapshot ",
"ebs: Put Snapshot Bl ock",
"ebs: Conpl et eSnapshot ",
"ec2: Regi sterl mage",
"ec2: Der egi st erl nage"
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Il
"Resource": "*",
"Condition": {
"StringEqual s": {
"aws: Request edRegi on": [
" <AW5- REG ON- 1>",
" <AW5- REG ON- 2>"

}
b
{
"Sid": "Visual Editor1",

"Effect": "Allow',
"Action": |
"iam Get User",
"iam Si nmul at ePri nci pal Pol i cy"
IF
"Resource": "*",
"Condition": {
"StringEqual s": {
"aws: Request edRegi on": [
"us-east-1",
" <AW5- REG ON- 1>",
" <AW5- REG ON- 2>"

» Policies needed for explicit deny by |IP address/CIDR:

When restricting access using | P address/CIDR, the AWS account provided while adding an AWS source must
have the set of permissions as provided in the following JSON to do end-to-end migration.

Thisfollowing JSON is an example. Update the JISON as necessary based on the security policiesin your
organization.

{
"Version": "2012-10-17",

"Statement": [
{

"Sid": "AwsSrcPermrsWthRestrictedl P,

"Effect": "Allow',

"Action": [
"iam Si mul at ePri nci pal Policy",
"iam Get User",
"ec2: *Descri be*",
"ssm Descri bel nst ancel nf or mati on",
"ssm SendConmand",
"ssm Get Commandl| nvocati on",
"ec2: Cr eat eSnapshot s",
"ec2: Del et eSnapshot ",
"ec2: St opl nst ances",
"ec2: Startl nstances",
"ec2: CreateTags",
"ec2: Del et eTags”,
"ebs: Li st Snapshot Bl ocks",
"ebs: Li st ChangedBl ocks",
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"ebs: Get Snapshot Bl ock"
1.

"Resource": "*",
"Condition": {
"l pAddress": {

"aws: Sourcel p": [
" <Cl DR- BLOCK- 1>",
" <Cl DR- BLOCK- 2>",

]

b
"Bool ": {
"aws: Vi aAWsSer vi ce": "fal se"
}
}
}
]
}
Note:

e A CIDR block isagroup of |P addresses that share the same network prefix and have the same
number of bits.

Example: 192. 168. x. x/ 29

* Intheabove JSON, replace <Cl DR- BLOCK- x> with the appropriate CIDR block.

* No explicit deny policies should be defined for the account.

Explicit deny policies restrict access to AWS based on various parameters such as source | P address, VPC, VPC
endpoint, and so on. For example, explicit deny for source IP address denies access to AWS when a request comes
from an | P address outside the specified range.

Note: If the EC2 instances have disks with Amazon EBS encryption, then the AWS account may need additional
permissions. For more information regarding permissions, refer to AWS documentation on Amazon EBS encryption.

Prerequisites for Linux guest VMs:

e The credentias provided must have root or sudo user permission.

* Guest VM should have curl utility installed.

Service Accounts

For successful migration of VMs from AWS EC2 instancesto NC2 on AWS and AWS EC2 instancesto AHV, Move
reguires the following.

¢ Prism Element Ul for the AHV cluster

e Anadministrator for Windows source VMs or aroot for Linux source VMs to run the source VM preparation
scripts.

Qualified Metrics

The section lists the qualified metrics for migration from AWS EC2 instances to NC2 on AWS and AWS
EC2 instances to AHV.

Qualified Metrics for Migration from AWS
The following metrics are qualified for migration from AWS.,
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* Migration of VMsusing al EC2 instance type.

Note: You cannot migrate EC2 instances with more than 40 disks.

« Migration of large VMs, VMs with active workloads, and combination of Windows and Linux VMs with multiple
disks

* Migration of VMsfrom 13 different regionsin parallel using single Nutanix-Move

* Migration plan with five instances each having 13 disksin parallel

« Single migration having two instances with 500 GB disk

* Migration of morethan 10 VMsin aplan

» Virtua Private Cloud (VPC) Endpoint for S3 isrequired for preparation of instances without internet access.
For more information about VPC endpoint for S3, refer to VPC Endpoint for Amazon S3.

Also, to use automatic preparation, these instances needs to be managed by Amazon Web Services Systems
Manager (AWS SSM) using VPC endpoint for Systems Manager.

For more information about VPC endpoint for Systems Manager, refer to VPC endpoint for Systems Manager.

These instances can only be migrated from the following regions where Move has S3 buckets deployed.

e af-south-1

+ ap-east-1

e ap-northeast-1
e ap-northeast-2
e ap-south-1

e ap-southeast-1
e ap-southeast-2
* cacentral-1

e eu-central-1

* eu-north-1

* eu-south-1

*  eu-west-1

* eu-west-2

*  eu-west-3

*  me-south-1

e saeast-1
e Useast-1
* Uus-east-2
* us-west-1
e us-west-2
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« Timerequired to create the first snapshot for large disks islonger. Depending on the size of the volumes, it can
take several hours (up to 24 hours) for the AMI-creation process to complete.

Unsupported Features

This section lists the unsupported features for migration from AWS EC2 instances to NC2 on AWS and
AWS EC2 instances to AHV.

» Guest operating systems other than the supported operating systems.
For more information, refer to Supported Guest Operating Systems for AWS Migration

« Migration of VMswith EFS backed storage.

Note: Move currently supports migration of VMs with EBS backed storage.

¢ |Paddress and MAC address retention.

« Certain types of spot instances (created using non-persistent spot requests) cannot be stopped. When you perform
acutover for a spot instance, the instance does not stop and the cutover snapshot includes all the changes up to the
point when the cutover snapshot istaken. Any 10s after this point are not available on the target machine.

Limitations
The section lists the limitations and qualified metrics for migration from AWS.

AWS EC2 instances to NC2 on AWS and AWS EC2 instances to AHV

The support for migration is constrained by the following.

« Migrations of VMs with Instance Store Volumes are supported. Instance Store Disks are not migrated in this
migration.

« Timetaken for migration depends on the size of the VM, data churn rate within the VM during migration, and
Internet connectivity between AWS and on-prem data center.

e AWSinstances with CentOS 6.8 and 6.9 take longer time to get the | P address on the target AHV cluster after
migration.

Warnings and Cautions

e Source VM disks attached to mix of PV SCSI and LS| adapters might get different device names (sda, sdb, and so
on).

Note: For Linux VMs, manually edit f st ab. Then, arrange the correct order for the UUIDs.

Adding an AWS Environment

While creating a migration plan, if you need to add an AWS source or target, you have to add at least one
AWS environment for migration.

About this task

Note: This procedure is only applicable for migration to and from an AWS environment.
To add an AWS environment, do the following:
Procedure

1. LogontoMove Ul.
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2. Click + Add Environment under Environments.
The Add Environment appears.

Add Environment X

Select Environment Type
Amazon Web Services :
Environment Name AWS Permission Policy
AWS Access Key ID
AWS Secret Access Key
Show
Cancel

Figure 22: Add AWS Environment Dialog Box
3. Select Amazon Web Services as the source environment type.
4. Complete theindicated fields and click Add.
a. Source Name: Enter aname for the AWS environment.
b. AWS Access Key ID: Enter the access key ID of the AWS account.

Cc. AWS Secret Access Key: Enter the key for logging on to AWS account.

The source environment is added to Move Ul and can be viewed in the Environments list in the left pane of the
Move dashboard.

What to do next

You can add a Nutanix AOS cluster environment. For more information, refer to Adding a Nutanix AOS
Cluster Environment on page 39

Adding a Nutanix AOS Cluster Environment

While creating a migration plan, AHV AOS cluster can be added as both source or target. If you want to
use ESXi on Nutanix cluster as target, then add the corresponding AOS cluster environment for ESXi.

About this task

Note: When you add a AOS cluster, Move VM |P address with the subnet 255.255.255.255 is added to the global NFS
alowlist.
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Caution: Modifying the NFS alowlist of the destination container disables inheritance of the NFS allowlist
at the global level and lead to issues with Move operations.

To add a Nutanix AOS cluster environment, do the following:
Procedure

1. Logontothe Move Ul.

2. Click + Add Environment under Environments.

Add Environment X

Enter Nutanix AHV/ESXi environment details that you want to migrate VMs
to. You can supply connection details for either Prism Element or Prism
Central.

Select Environment Type

Nutanix AOS

Environment Name

Nutanix Environment

User Name Password

Show

Cancel

Figure 23: Add AOS Environment Dialog Box

The Add Environment window appears.
3. Select Nutanix AOS as the target environment type.
4. Completetheindicated fields and click Add.

a. Environment Name: Enter aname for the NC2 on AWS and AHV or VMware ESXi on Nutanix
environment.

b. Nutanix Environment: Enter the |P address or the FQDN for the target Prism Central or Prism Element.
c. User Name: Enter the username for logging on to the target Nutanix environment.

d. Password: Enter the password for logging on to the target Nutanix environment.
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5. (Only for ESXi to ESXi migration) Enter credentials for registered vCenter.

Enter credentials for registered vcenter(s)

Cancel
Figure 24: vCenter Credentials Dialog box

vCenter credentials are required to update the target VM properties for ESXi to ESXi on Nutanix migration.

Note:

e You can skip adding vCenter credentialsif your sourceis not ESXi.

e Toretain the VM properties on the target VM after migration, be sure to provide the target vCenter
credentials. The following properties will be retained:

e SCSl controller types

* Network adaptor type

¢ MAC address

e Video card

e Memory overcommit variables
» Tool upgrade flag

e Sync time with host flag

e Disable acceleration flag

e Enablelogging flag

The AOS environment is added to the Move Ul and can be viewed in the Environmentslist in the left pane of
the Move dashboard.

What to do next

Once you have added the environments, you can proceed to create the migration plan. For more
information, refer to Creating a Migration Plan on page 42 or Creating a Migration Plan on page 84 or
Creating a Migration Plan on page 127 or Creating a Migration Plan (AWS to ESXi) on page 147 or
Creating a Migration Plan (ESXi to ESXi) on page 66 or Creating a Migration Plan (Hyper-V to ESXi) on
page 103 or Creating a Migration Plan (Azure to AHV) on page 171 or Creating a Migration Plan (Azure
to ESXi) on page 184
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Creating a Migration Plan

You can create a migration plan to seed the data, cutover, and monitor the VMs. You can create the
migration plan in Move without initiating the cutover process.

About this task

Note:

e Thisprocedure isonly applicable for migration from AWS EC2 instancesto NC2 on AWS and AWS
EC2 instancesto AHV.

* Incase of upgrade if the AWS provider is aready present then you need to update the required AWS
permissions. Y ou can get these permissions from the Move User Guide and update it on AWS.
Alternatively, you can also remove the AWS provider and try adding it back again. The attempt to add
the AWS provider again will fail due to insufficient permissions, however, the list of new permissionsis
provided for you to update on AWS.

» For ongoing migrations from AWS to AOS, ensure the migration is in completed state or complete the
migration before performing the upgrade.

e For AWS migrations, Move relies on the power state to identify if aVM is migratable. So, itis
recommended that the VMs are started to check the correct status of migration.

e Onyour first logon, you can log on to Move with your defaults credentials.

» |If you cancel or discard the migration till cutover state, the source VMs will be automatically cleaned up
if the Automatic preparation mode is selected. If the preparation mode selected is Manual, no cleanup
is performed by Move. However, you can perform manual cleanup.

For information on canceling an ongoing migration, see Pausing or Canceling a VM Migration on
page 257.

For information on performing manual cleanup, see Manual Cleanup for VM Migrations on
page 295.

To create a migration plan, do the following:

Procedure
1. Logontothe Move VM.
Select Migration Type window appears with the options - VM and Files.
2. Select VM and click Continue.
Move dashboard for VM migration appears.
3. Onthe Move dashboard, click Create a Migration Plan.
Note: If you have existing migration plans, click the + New Migration Plan link to create a plan.
The Enter Migration Plan Name window appears.
4.  Enter the new migration plan name, and then click OK.

Note: You can edit the migration plan name by clicking the pencil icon next to the migration plan name.
The New Migration Plan window appears.

Note: You might at times see a message relating to inventory collection as shown below. During this time, the
environments undergoing Refresh will not be available for selection. Such environments do not automatically
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show up for selection once the inventory collection is over. In case you wish to select one of the environments
undergoing Refresh (not available for selection), you will need to select Cancel and wait for inventory collection
to get over and then create the migration plan again.

o Source & Target Select VMs Network Configuration VM Preparation VM Settings Summary
Inventory collection is in progress for one or more environments. They will not be available for selection until the inventory collection is complete

Select Source

Select a Source

Select Target

Select a Target

Cancel

Figure 25: Inventory Collection Message

5. Complete the following fields, and then click Next.

f.

a.

Select a Source: Select any AWS source for migration.
Region: Select aregion from where you will migrate the VMs.
Select a Target: Select the target for migrating the VMs.

Target Project (optional): Select the project you want as the target.
Thisfield isavailable only with Prism Central and when AHV isthe target.

Target Owners: Select the owners for the selected target project.
Thisfield isavailable only when atarget project is selected.

Target Cluster: Select the cluster on which you will migrate the VMs.

Target Container: Select the container on which you will migrate the VMs.

6. Inthe Select VM s screen, select one or more VMs from the list. To add all the VM, click +Add All, and then
click Next.

Note: You cannot add more than 25 VMsin a single migration plan.

Y ou can filter the VMs by namein the Filter bar. Y ou can also sort the VM types by selecting the appropriate
column.

Note: The VMsfor which migration has failed are not displayed. To show the entirelist of VMs, select All VMs
from the drop-down list. To show the configuration of VMs, select Configuration from the drop-down list. A
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question mark icon appears beside an unavailable VM that displays more information about that VM and indicate
the reason of afailed VM migration.

Note: Migrated VMsretain their power state on the destination cluster.

The selected VMs are displayed in the sidebar.

7. Inthe Network Configuration screen, select the target network from the drop-down.

» [Applicable only if Prism Central is used] Move provides the option to select VPC-based or VLAN-based
target subnets. Based on the selection of aVPC or VLAN ID asthe target network, the respective subnets are
listed in the target subnet drop-down menu. Select the required subnet from the drop-down menu.

Note: Overlay subnets which do not have | P address pool(s) associated will be disabled in the subnet drop-
down menu.

For performing test migration, refer to Creating a Test Capable VM Migration Plan on page 248 section.
Click Next.

8. IntheVM Preparation screen, select one of the following VM preparation modes.

» Automatic. Select this option to automatically run scripts on the source VMs and prepare them for
migration. Ensure that guest VM instance has enabled and is managed by the AWS SSM Agent.

Note: For automatic Windows VM preparation, ensure the guest VM instance is managed by the AWS SSM
Manager and the IAM profile on the instance should have the permissions mentioned in the following json.
Alternatively, you can use the IAM profile provided by AWS Name "AmazonEC2RoleforSSM" and compare
that with these permissions:

{
"Version": "2012-10-17",

"Statenent": [
{
"Effect": "Allow',
"Action": [
"ssm Descri beAssoci ati on",
"ssm Cet Depl oyabl ePat chSnapshot For | nst ance",
"ssm Cet Docunent ",
"ssm Descri beDocunent ",
"ssm Get Mani fest ",
"ssm Cet Par anet ers",
"ssm Li st Associ ati ons",
"ssm Li st nst anceAssoci ati ons",
"ssm Put | nvent ory",
"ssm Put Conpl i ancel t ens",
"ssm Put Confi gur ePackageResul t",
"ssm Updat eAssoci ati onSt at us",
"ssm Updat el nst anceAssoci ati onSt at us",
"ssm Updat el nst ancel nf or nati on"
IE
"Resource": "*"
iE
{
"Effect": "Allow',

"Action": [
"ssmmessages: Cr eat eCont r ol Channel ",
"ssmmessages: Cr eat eDat aChannel ",
"ssmessages: OpenCont r ol Channel ",
"ssmessages: OpenDat aChannel "

IE

"Resource": "*"
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"Effect": "Allow',

"Action": [
"ec2nessages: Acknow edgeMessage",
"ec2nessages: Del et eMessage”,
"ec2nessages: Fai | Message",
"ec2nessages: Get Endpoi nt ",
"ec2nmessages: Get Messages”,
"ec2nessages: SendRepl y"

Il -

"Resource": "*"

"Effect": "Allow',
"Action": [

"cl oudwat ch: Put Metri cDat a"
1,

"Resource": "*"

"Effect": "Allow',
"Action": [

"ec2: Descri bel nst anceSt at us"
1,

"Resource": "*"

"Effect": "Allow',
"Action": [
"ds: Creat eConputer”,
"ds: Descri beDirectories"
1,
"Resource": "*"

}s

"Effect": "Allow',

"Action": [
"l ogs: Cr eat eLogGr oup",
"| ogs: Creat eLogStr eant,
"l ogs: Descri beLogG oups”,
"l ogs: Descri beLogSt reans",
"1 ogs: Put LogEvent s"

Il -

"Resource": "*"

}s

"Effect": "Allow',
"Action": [
"s3: Get Bucket Locat i on",
"s3: Put Obj ect ",
"s3: Get vj ect ",
"s3: Get Encrypti onConfi guration",
"s3: Abort Mul ti part Upl oad",
"s3: ListMul ti part Upl oadParts",
"s3: Li st Bucket ",
"s3: Li st Bucket Mul ti part Upl oads"
Il -

"Resource": "*"
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For more information on AWS SSM Agent, refer to Working with SSM Agent.

» Manual. Move displays the VM preparation scripts for Windows and Linux VMs. To manually download
and run the migration preparation software, select Manual, and then run the scripts provided in the VM
Preparation screen on the respective source EC2 instance.

These scripts prepare the instance by performing the NTNX VirtlO driver installation.

» Mixed. Move alows you to select the VM preparation mode for each VM. This setting allows you to
manually prepare one set of VMs and automatically prepare another set of VMs in the same migration plan.
If you want to have such a hybrid combination of Automatic and Manual VM preparation modes, proceed
to the step 8.

Note: The preparation mode automatically switchesto Mixed if you change the mode of preparation for a set
of VMsunder Change Settings and have amix of Automatic and Manual VM preparation modes. Y ou
cannot manually select the Mixed option from the Preparation Mode drop-down list.

9. IntheOverrideindividual VM Preparation section, click Change Settings to override settings for the
individual VMs. Y ou can edit the VM preparation credentials, remove VMs, or update the VM preparation
mode.

Note: If you change the Mode of Preparation to Manual for aVM, then copy the new generated scripts of
that specific VM and run them on the source VM.

Access the newly generated VM preparation script for that VMM by selecting the Copy Scriptsicon
under the Actions column.

After making the required changes, click Done.
Then, click Next.
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10. Inthe VM Settings screen, do one or more of the settings, and then click Next.

a VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

b. Timezone: Set the timezone as the hardware clock of the VMs in target.
If set to default, Move configures UTC timezones for Linux VMs and cluster timezones for Windows VMs.

c. Category Settings (Optional): Select the categories to which the target VM(s) should be assigned.

Only those categories which have values are available for selection.

d. Skip CDROM addition on target VMs: Select this check box to skip the CDROM addition on the target
VMs.

e. Retain User Data: Select this check box to retain the AWS user-data scripts on the target VM.

Note:

e AWSuser-datais aset of commands or data that can be provided to an AWS EC2 instance at
the time of launch.

e Toretain the user-data on AWS instances on the target environment, the size of the user-data
should not exceed 16KiB.

f. Enable Memory Overcommit: Select this option to enable memory overcommit on the target VM.
For more information on memory overcommit deployment, refer to AHV Administration Guide.

g. Settings for individual VMs: Click Change Settings to configure settings such as timezone, VM
priority, retain user-data scripts, and skip CDROM addition for individual VMs. Y ou can also search the VM
by typing the name of the VM and change the settings.

h. Schedule Data Seeding: Check this check box to select the date and time for migration.

11. Inthe Summary screen, choose one of the following, and then proceed review the VM migration summary.

» Back: To edit the information, click this option.
» Save: To save the migration plan, click this option.

For more information about how to start the migration later, and check the migrated VM status and details,
refer to Environments and Migration Plan Management on page 259.

» Save and Start: Click this option to save the migration plan and begin the migration immediately

The seeding process for migration begins. Y ou can monitor thisinformation by selecting Status for the
migration plan.

Note: The seeding process can take several minutes depending on the number of VMs.

What to do next

If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover on page 132

Performing a Migration Cutover

When the migration plan is started and the seeding process is complete, you can cut over the selected
VMs in the AHV cluster. You can monitor the VM migration progress by clicking the Status link.
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About

this task

Note:

e You can perform this operation only when the VM status is Ready to Cutover.

* Recommended that cutover should be performed within one week of initial data seeding.

o If theinitial data seeding finishesin less than 10 minutes, Move continues to wait for 10 minutes to take

the incremental snapshot; however, you can trigger the cutover immediately.

e The cutover process increments in absolute numbers.

To perform a migration cutover, do the following:

Procedure

1. Inthe Move Ul, click the Ready to Cutover statusto display thelist of available VMs.

2. To

perform the cutover, select the VMs or group of VMs.

3. Click Cutover.
The cutover process performs the following VM actions.

L]

L]

Shuts down the instance

Takes the final snapshots for the instance and copying the final changesto AHV
Createsa VM in thetarget AHV cluster

Attaches the replicated drives to the VM

Powers on or off the VM (depends on the initial power state)

The cutover process begins immediately and might take a few minutes. Once cutover is complete, the VM is ready

for

usein the new AHV cluster.

What to do next

You can manage the migration plan once the migration plan is ready. For more information, refer to
Environments and Migration Plan Management on page 259

Performance Matrix for Large Data Migration

Move

performs end-to-end migration of large VMs. The scenarios are tested based on the following

parameters. The following tables show the performance numbers from the Move lab.

Table 15: Performance Numbers of Large Data Migration (AWS to AHV)
Total Data churn Region Target First Migration time taken Platform
migration used network snapshot
size bandwidth creation
time
Data Cutover
seeding
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Total Data churn Region Target First Migration time taken Platform

migration used network snapshot
size bandwidth creation
time
150 G No us-west-2 10G NA 52 minutes Lessthan 4 NX-1065
to US minutes
onprem
Cluster
1TB No us-west-2 10G 6 hours 3 hours50 Lessthan9 NX-1065
to US minutes minutes
onprem
Cluster
1TBwith3 5GB us-west-1 10G 2 hours 28 1 hour 38 Lessthan  NX-1065
vDisks to US minutes minutes 24 minutes
onprem
Cluster
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AWS TO ESXI

Y ou can prepare and migrate AWS EC2 instances to ESXi by using Move.

Note: ESXi as atarget refers to ESXi running on Nutanix appliances.

Migration Considerations

Y ou must consider the supported guest operating systems, requirements, recommendations, unsupported features, and
limitations provided in this section before starting the migration process.

Supported Guest Operating Systems (AWS to ESXi)

Move supports some common operating systems. Unless otherwise specified, Nutanix has qualified the following 64-
bit guest operating system versions.

Fully Supported

Note: Some of the operating systems do not support AWS System Manager and thereby cannot used for Automatic
preparation. These are marked for Manual preparation only in the following list:

Windows 7, 8, 8.1, 10 (Manual preparation only)
Windows Server 2012, 2012 R2, 2016, 2019
RHEL 6.3 (32-bit and 64-bit supported) (Manual preparation only), 6.5-6.10, 7.0-7.7, and 8.1

Note: RHEL 6.3 is supported only with IDE as the disk controller.
CentOS 6.3 (32-bit and 64-bit supported) to 6.9, 7.0-7.7, 8.0-8.2
Note: CentOS 6.3 is supported only with IDE as the disk controller.

Ubuntu Server and Desktop 12.04.5, 14.04.x, 16.04.x, 16.10 (32-bit and 64-bit supported)
Ubuntu Server 12.0.4, 18.04, 19.04 (Manual preparation only)

Requirements (AWS to ESXi)

Before attempting to migrate VMs running on AWS using Move, make sure to conform to the requirements
listed here.

General Requirements

Ensure to conform to the following requirements for AWS to ESXi migration.

Supported browser; Google Chrome.

Ensure that you have PowerShell version 4.0 or later.

Ensure that you enable all outbound portsin the source VM.

The VMsthat are being migrated must be able to connect to the public S3 buckets.
For Windows source VMs, ensure to disable UAC for Windows administrator user.

For Linux source VMs, ensure that the VM has Internet connectivity during initial preparation to download the
required packages. Install the following packages along with their dependencies. wget, curl, jg, bash, sudo.
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» For automated guest preparation, make sure that the guest VM has enabled and is managed by the AWS SSM
Agent.

» Network Security Services (NSS) 3.44 isrequired for Linux VMs.
« Beforeyou initiate a migration, ensure to disable backups.

e The AWS account provided while adding an AWS source must have the set of permissions as provided in the
following JSON to do end-to-end migration of an EC2 instance.

{
"Version": "2012-10-17",

"Statement": [
{

"Sid": "Visual EditorQ",

"Effect": "Alow',

"Action": [
"iam Si nmul at ePri nci pal Policy",
"iam Get User",
"ec2: *Descri be*",
"ssm Descri bel nst ancel nf or mat i on",
"ssm SendComand"
"ssm Get Command| nvocati on",
"ec2: Cr eat eSnapshot s",
"ec2: Del et eSnapshot ",
"ec2: St opl nst ances",
"ec2: Startlnstances"”,
"ec2: CreateTags",
"ec2: Del et eTags",
"ebs: Li st Snapshot Bl ocks",
"ebs: Li st ChangedBl ocks",
"ebs: Get Snapshot Bl ock"

I

"Resource": "*"

}
]
}

* The AWS account provided while adding AWS as both source and target must have the set of permissions as
provided in the following JSON to do end-to-end migration of an EC2 instance.

{
"Version": "2012-10-17",

"Statement": [

"Sid": "Visual EditorQ",
"Effect": "Allow',
"Action": |
"iam Si nmul at ePri nci pal Pol i cy",
"i am Get User",
"ec2: *Descri be*",
"ssm Descri bel nst ancel nf or nati on",
"ssm SendCommand"
"ssm Get Conmandl nvocati on",
"ec2: Cr eat eSnapshot s",
"ec2: Del et eSnapshot ",
"ec2: St opl nst ances",
"ec2: Startlnstances"”,
"ec2: CreateTags",
"ec2: Del et eTags",
"ebs: Li st Snapshot Bl ocks",
"ebs: Li st ChangedBl ocks",
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"ebs: Get Snapshot Bl ock",
"ec2: *KeyPair*",
"ec2: Runl nst ances",
"ec2: Ter m nat el nst ances",
"ec2: CreateSecurityG oup”,
"ec2: Aut hori zeSecurityG oupEgress”,
"ec2: Aut hori zeSecurityG oupl ngress",
"ec2: Creat eVol une",
"ec2: Del et eVol une",
"ec2: AttachVol une",
"ec2: Det achVol une",
"ec2: Modi fyl nstanceAttri bute",
"ebs: St art Snapshot ",
"ebs: Put Snapshot Bl ock",
"ebs: Conpl et eSnapshot ",
"ec2: Regi sterl mage",
"ec2: Der egi st erl nage"
IF
"Resource": "*"
}
]
}

* Move should have al the permissions listed above for the following regions.

Note: There can be restrictions for certain regions. For more information, refer to the next point.

"af - sout h- 1" /1 Africa (Cape Town).

"ap- east - 1" /1 Asia Pacific (Hong Kong).
"ap-northeast-1" // Asia Pacific (Tokyo).
"ap-northeast-2" // Asia Pacific (Seoul).
"ap-northeast-3" // Asia Pacific (Osaka).
"ap- sout h-1" /1 Asia Pacific (Minbai).
"ap- sout h- 2" /1 Asia Pacific (Hyderabad).
"ap-sout heast-1" // Asia Pacific (Singapore).
"ap-sout heast-2" // Asia Pacific (Sydney).
"ap-sout heast-3" // Asia Pacific (Jakarta).

"ap-sout heast-4" // Asia Pacific (Ml bourne).
"ca-central - 1" /1 Canada (Central).

"eu-central - 1" /1 Europe (Frankfurt).
"eu-central - 2" /1 Europe (Zurich).
"eu-north-1" /1 Europe (Stockholm.
"eu-sout h-1" /1 Europe (MIlan).

"eu- sout h- 2" /1 Europe (Spain).

"eu-west - 1" /1 Europe (Irel and).

"eu- west - 2" /1 Europe (London).

"eu- west - 3" /1 Europe (Paris).
"me-central - 1" /1 Mddl e East (UAE).

"me- sout h- 1" /1 Mddl e East (Bahrain).
"sa-east- 1" /1 South Anmerica (Sao Paul 0).
"us-east- 1" /1 US East (N. Virginia).
"us- east - 2" /1 US East (Chio).

"us-west - 1" /1 US West (N. California).
"us-west - 2" /1 US West (Oregon).

NUTANID Move | AWS to ESXi| 137



Policies needed for explicit deny by region:

Move should always have the following permissions for the region us- east - 1:

Examples of the JSON are provided below.

i am Get User

i am Si mul at ePri nci pal Pol i cy

When restricting access to specific regions, the AWS account provided while adding an AWS source must have
the set of permissions as provided in the following JSON to do end-to-end migration.

{

"Version": "2012-10-17",
"Statement": [

{

"Sid": "Visual Editor0",
"Effect": "Allow',
"Action": [

"ec2: *Descri be*",

"ssm Descri bel nst ancel nf or mati on",

"ssm SendConmand",

"ssm Get Commandl| nvocati on",

"ec2: Cr eat eSnapshot s",
"ec2: Del et eSnapshot ",
"ec2: St opl nst ances",
"ec2: Startl nstances",
"ec2: CreateTags",
"ec2: Del et eTags”,

"ebs: Li st Snapshot Bl ocks",

"ebs: Li st ChangedBl ocks",
"ebs: Get Snapshot Bl ock”
],
"Resource": "*",
"Condition": {
"StringEqual s": {
"aws: Request edRegi on":
" <AWS- REG ON- 1>",
" <AWS- REG ON- 2>",

"Sid": "Visual Editor1",
"Effect": "Allow',
"Action": [

"iam Get User",

"iam Si mul at ePri nci pal Pol i cy

],
"Resource": "*",
"Condition": {
"StringEqual s": {
"aws: Request edRegi on":

"us-east-1",

" <AWS- REG ON- 1>",

" <AWS- REG ON- 2>",
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}
]
}

When restricting access to specific regions, the AWS account provided while adding AWS as source and target
must have the set of permissions as provided in the following JSON to do end-to-end migration.

{
"Version": "2012-10-17",

"Statement": [
{

"Sid": "Visual EditorQ",

"Effect": "Allow',

"Action": |
"ec2: *Descri be*",
"ssm Descri bel nst ancel nf or mati on",
"ssm SendConmand",
"ssm Get Commandl nvocat i on",
"ec2: Cr eat eSnapshot s",
"ec2: Del et eSnapshot ",
"ec2: St opl nst ances",
"ec2: Startlnstances"”,
"ec2: CreateTags",
"ec2: Del et eTags",
"ebs: Li st Snapshot Bl ocks",
"ebs: Li st ChangedBl ocks",
"ebs: Get Snapshot Bl ock",
"ec2: *KeyPair*",
"ec2: Runl nst ances",
"ec2: Ter m nat el nst ances",
"ec2: CreateSecurityG oup”,
"ec2: Aut hori zeSecurityG oupEgress”,
"ec2: Aut hori zeSecurityG oupl ngress",
"ec2: Creat eVol une",
"ec2: Del et eVol une",
"ec2: AttachVol une",
"ec2: Det achVol une",
"ec2: Modi fyl nstanceAttri bute",
"ebs: St art Snapshot ",
"ebs: Put Snapshot Bl ock",
"ebs: Conpl et eSnapshot ",
"ec2: Regi sterl mage",
"ec2: Der egi st erl nage"

IF

"Resource": "*",

"Condition": {
"StringEqual s": {

"aws: Request edRegi on": [
" <AW5- REG ON- 1>",
" <AW5- REG ON- 2>"

"Sid": "Visual Editor1",
"Effect": "Allow',
"Action": |

"iam Get User",

"iam Si nul at ePri nci pal Pol i cy"
IF

"Resource": "*",
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"Condition": {
"StringEqual s": {
"aws: Request edRegi on": [
"us-east-1",
" <AW5- REG ON- 1>",
" <AW5- REG ON- 2>"

» Policies needed for explicit deny by |P address/CIDR:

When restricting access using | P address/CIDR, the AWS account provided while adding an AWS source must
have the set of permissions as provided in the following JSON to do end-to-end migration.

Thisfollowing JSON is an example. Update the JISON as necessary based on the security policiesin your
organization.

{
"Version": "2012-10-17",

"Statement": [
{

"Sid": "AwsSrcPernmrsWthRestrictedl P,

"Effect": "Allow',

"Action": [
"iam Si mul at ePri nci pal Policy",
"iam Get User",
"ec2: *Descri be*",
"ssm Descri bel nst ancel nf or mati on",
"ssm SendConmand",
"ssm Get Commandl| nvocati on",
"ec2: Cr eat eSnapshot s",
"ec2: Del et eSnapshot ",
"ec2: St opl nst ances",
"ec2: Startl nstances",
"ec2: CreateTags",
"ec2: Del et eTags”,
"ebs: Li st Snapshot Bl ocks",
"ebs: Li st ChangedBl ocks",
"ebs: Get Snapshot Bl ock"

]

Resource": "*",
"Condition": {
"l pAddress": {
"aws: Sour cel p": [
" <Cl DR- BLOCK- 1>",
" <Cl DR- BLOCK- 2>",

]
b
"Bool ": {
"aws: Vi aAWBSer vi ce": "fal se"
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Note:
e A CIDR block isagroup of |P addresses that share the same network prefix and have the same
number of bits.

Example: 192. 168. x. x/ 29

* Inthe above JSON, replace <Cl DR- BLOCK- x> with the appropriate CIDR block.

No explicit deny policies should be defined for the account.

Explicit deny policies restrict access to AWS based on various parameters such as source | P address, VPC, VPC
endpoint, and so on. For example, explicit deny for source IP address denies access to AWS when a request comes
from an | P address outside the specified range.

Note: If the EC2 instances have disks with Amazon EBS encryption, then the AWS account may need additional
permissions. For more information regarding permissions, refer to AWS documentation on Amazon EBS encryption.

Prerequisites for Linux guest VMs:

The credentials provided must have root or sudo user permission.

Guest VM should have curl utility installed.

Service Accounts

For successful migration of VMs from AWS to ESXi, Move requires the following.

Prism Web Console Ul for the ESXi cluster

An administrator for Windows source VMs or aroot for Linux source VMsto run the source VM preparation
scripts.

Qualified Metrics (AWS to ESXi)
The section lists the qualified metrics for migration from AWS.

The following metrics are qualified for migration from AWS.,

Migration of VMsusing all EC2 instance type.

Note: You cannot migrate EC2 instances with more than 40 disks.

Migration of large VMs, VMs with active workloads, and combination of Windows and Linux VMs with multiple
disks

Migration of VMsfrom 13 different regionsin parallel using single Nutanix-Move
Migration plan with five instances each having 13 disksin parallel
Single migration having two instances with 500 GB disk

Migration of more than 10 VMsin aplan
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* Virtua Private Cloud (VPC) Endpoint for S3is required for preparation of instances without internet access.

For more information about VPC endpoint for S3, refer to VPC Endpoint for Amazon S3.

Also, to use automatic preparation, these instances needs to be managed by Amazon Web Services Systems

Manager (AWS SSM) using VPC endpoint for Systems Manager.

For more information about VPC endpoint for Systems Manager, refer to VPC endpoint for Systems Manager.

These instances can only be migrated from the following regions where Move has S3 buckets deployed.

af-south-1
ap-east-1
ap-northeast-1
ap-northeast-2
ap-south-1
ap-southeast-1
ap-southeast-2
ca-central-1
eu-central-1
eu-north-1
eu-south-1
eu-west-1
eu-west-2
eu-west-3
me-south-1
sa-east-1
us-east-1
us-east-2
us-west-1

us-west-2

« Timerequired to create the first snapshot for large disks islonger. Depending on the size of the volumes, it can

take several hours (up to 24 hours) for the AMI-creation process to complete.

Unsupported Features (AWS to ESXi)
This section lists the unsupported features for migration from AWS.

» Guest operating systems other than the supported operating systems.

For more information, refer to Supported Guest Operating Systems for AWS Migration

« Migration of VMswith EFS backed storage.

¢ |P address and MAC address retention.

Note: Move currently supports migration of VMs with EBS backed storage.
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» Certain types of spot instances (created using non-persistent spot requests) cannot be stopped. When you perform
acutover for a spot instance, the instance does not stop and the cutover snapshot includes all the changes up to the
point when the cutover snapshot is taken. Any 1Os after this point are not available on the target machine.

Limitations (AWS to ESXi)
The section lists the limitations for migration from AWS.

AWS to ESXi Migration Limitations

The support for migration is constrained by the following.

« Migrations of VMswith Instance Store Volumes are supported. Instance Store Disks are not migrated in this
migration.

« Timetaken for migration depends on the size of the VM, data churn rate within the VM during migration, and
Internet connectivity between AWS and on-prem data center.

* Movedoesnot install VMware Tools on the VMs.

* AWSinstances with CentOS 6.8 and 6.9 take longer time to get the | P address on the target AHV cluster after
migration.

Warnings and Cautions

» Source VM disks attached to mix of PV SCSI and LS| adapters might get different device names (sda, sdb, and so
on).

Note: For Linux VMs, manually edit f st ab. Then, arrange the correct order for the UUIDs.

Adding an AWS Environment

While creating a migration plan, if you need to add an AWS source or target, you have to add at least one
AWS environment for migration.

About this task
Note: This procedure is only applicable for migration to and from an AWS environment.

To add an AWS environment, do the following:
Procedure

1. LogontoMove Ul.
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2. Click + Add Environment under Environments.
The Add Environment appears.

Add Environment X

Select Environment Type
Amazon Web Services :
Environment Name AWS Permission Policy
AWS Access Key ID
AWS Secret Access Key
Show
Cancel

Figure 26: Add AWS Environment Dialog Box
3. Select Amazon Web Services as the source environment type.
4. Complete theindicated fields and click Add.
a. Source Name: Enter aname for the AWS environment.
b. AWS Access Key ID: Enter the access key ID of the AWS account.

Cc. AWS Secret Access Key: Enter the key for logging on to AWS account.

The source environment is added to Move Ul and can be viewed in the Environments list in the left pane of the
Move dashboard.

What to do next

You can add a Nutanix AOS cluster environment. For more information, refer to Adding a Nutanix AOS
Cluster Environment on page 39

Adding a Nutanix AOS Cluster Environment

While creating a migration plan, AHV AOS cluster can be added as both source or target. If you want to
use ESXi on Nutanix cluster as target, then add the corresponding AOS cluster environment for ESXi.

About this task

Note: When you add a AOS cluster, Move VM |P address with the subnet 255.255.255.255 is added to the global NFS
alowlist.
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Caution: Modifying the NFS alowlist of the destination container disables inheritance of the NFS allowlist
at the global level and lead to issues with Move operations.

To add a Nutanix AOS cluster environment, do the following:
Procedure

1. Logontothe Move Ul.

2. Click + Add Environment under Environments.

Add Environment X

Enter Nutanix AHV/ESXi environment details that you want to migrate VMs
to. You can supply connection details for either Prism Element or Prism
Central.

Select Environment Type

Nutanix AOS

Environment Name

Nutanix Environment

User Name Password

Show

Cancel

Figure 27: Add AOS Environment Dialog Box

The Add Environment window appears.
3. Select Nutanix AOS as the target environment type.
4. Completetheindicated fields and click Add.

a. Environment Name: Enter aname for the NC2 on AWS and AHV or VMware ESXi on Nutanix
environment.

b. Nutanix Environment: Enter the |P address or the FQDN for the target Prism Central or Prism Element.
c. User Name: Enter the username for logging on to the target Nutanix environment.

d. Password: Enter the password for logging on to the target Nutanix environment.
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5. (Only for ESXi to ESXi migration) Enter credentials for registered vCenter.

Enter credentials for registered vcenter(s)

Cancel
Figure 28: vCenter Credentials Dialog box

vCenter credentials are required to update the target VM properties for ESXi to ESXi on Nutanix migration.

Note:

e You can skip adding vCenter credentialsif your sourceis not ESXi.

e Toretain the VM properties on the target VM after migration, be sure to provide the target vCenter
credentials. The following properties will be retained:

e SCSl controller types

* Network adaptor type

¢ MAC address

e Video card

e Memory overcommit variables
» Tool upgrade flag

e Sync time with host flag

e Disable acceleration flag

e Enablelogging flag

The AOS environment is added to the Move Ul and can be viewed in the Environmentslist in the left pane of
the Move dashboard.

What to do next

Once you have added the environments, you can proceed to create the migration plan. For more
information, refer to Creating a Migration Plan on page 42 or Creating a Migration Plan on page 84 or
Creating a Migration Plan on page 127 or Creating a Migration Plan (AWS to ESXi) on page 147 or
Creating a Migration Plan (ESXi to ESXi) on page 66 or Creating a Migration Plan (Hyper-V to ESXi) on
page 103 or Creating a Migration Plan (Azure to AHV) on page 171 or Creating a Migration Plan (Azure
to ESXi) on page 184
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Creating a Migration Plan (AWS to ESXi)

You can create a migration plan to seed the data, cutover, and monitor the VMs. You can create the
migration plan in Move without initiating the cutover process.

About this task

Note:

This procedure is only applicable for migration from AWS to ESXi.

In case of upgrade if the AWS provider is already present then you need to update the required AWS
permissions. Y ou can get these permissions from the Move User Guide and update it on AWS.
Alternatively, you can also remove the AWS provider and try adding it back again. The attempt to add
the AWS provider again will fail due to insufficient permissions, however, the list of new permissionsis
provided for you to update on AWS.

For AWS migrations, Move relies on the power state to identify if aVM is migratable. So, it is
recommended that the VMs are started to check the correct status of migration.

For ongoing migrations from AWS to AOS, ensure the migration isin completed state or complete the
migration before performing the upgrade.

On your first logon, you can log on to Move with your defaults credentials.

If you cancel or discard the migration till cutover state, the source VMs will be automatically cleaned up
if the Automatic preparation mode is selected. If the preparation mode selected is Manual, no cleanup
is performed by Move. However, you can perform manual cleanup.

For information on canceling an ongoing migration, see Pausing or Canceling a VM Migration on
page 257.

For information on performing manual cleanup, see Manual Cleanup for VM Migrations on
page 295.

To create a migration plan, do the following:

Procedure
1. Logontothe Move VM.
Select Migration Type window appears with the options - VM and Files.
2. Select VM and click Continue.
Move dashboard for VM migration appears.
3. Onthe Move dashboard, click Create a Migration Plan.
Note: If you have existing migration plans, click the + New Migration Plan link to create a plan.
The Enter Migration Plan Name window appears.
4.  Enter the new migration plan name, and then click OK.

Note: You can edit the migration plan name by clicking the pencil icon next to the migration plan name.

The New Migration Plan window appears.

Note: You might at times see a message relating to inventory collection as shown below. During this time, the
environments undergoing Refresh will not be available for selection. Such environments do not automatically
show up for selection once the inventory collection is over. In case you wish to select one of the environments
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undergoing Refresh (not available for selection), you will need to select Cancel and wait for inventory collection
to get over and then create the migration plan again.

o Source & Target Select VMs Network Configuration VM Preparation VM Settings Summary
Inventory collection is in progress for one or more environments. They will not be available for selection until the inventory collection is complete

Select Source

Select a Source

Select Target

Select a Target

Cancel

Figure 29: Inventory Collection Message
5. Complete the following fields, and then click Next.
a. Select a Source: Select any AWS source for migration.
b. Region: Select aregion from where you will migrate the VMs.
C. Select a Target: Select the target for migrating the VMs.
d. Target Cluster: Select the cluster on which you will migrate the VMs.
e. Target Container: Select the container on which you will migrate the VMs.

6. Inthe Select VM s screen, select one or more VMs from the list. To add all the VM, click +Add All, and then
click Next.

Note: You cannot add more than 25 VMsin a single migration plan.

Y ou can filter the VMs by namein the Filter bar. Y ou can also sort the VM types by selecting the appropriate
column.
Note: The VMs for which migration has failed are not displayed. To show the entire list of VMs, select All VMs
from the drop-down list. To show the configuration of VMs, select Configuration from the drop-down list. A

question mark icon appears beside an unavailable VM that displays more information about that VM and indicate
the reason of afailed VM migration.

Note: Migrated VMsretain their power state on the destination cluster.

The selected VMs are displayed in the sidebar.

7. Inthe Network Configuration screen, select the target network from the drop-down, and then click Next.
For performing test migration, refer to Creating a Test Capable VM Migration Plan on page 248 section.
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8. IntheVM Preparation screen, select one of the following VM preparation modes.

» Automatic. Select this option to automatically run scripts on the source VMs and prepare them for
migration. Ensure that guest VM instance has enabled and is managed by the AWS SSM Agent.

Note: For automatic Windows VM preparation, ensure the guest VM instance is managed by the AWS SSM
Manager and the IAM profile on the instance should have the permissions mentioned in the following json.
Alternatively, you can use the IAM profile provided by AWS Name "AmazonEC2RoleforSSM" and compare
that with these permissions:

{

"Version": "2012-10-17",
"Statenment": [
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"Effect": "All ow',
"Action": [
"ssm Descri beAssoci ati on",
"ssm Cet Depl oyabl ePat chSnapshot For | nst ance",
"ssm CGet Docunent ",
"ssm Descri beDocunent ",
"ssm CGet Mani f est ",
"ssm CGet Par anet er s",
"ssm Li st Associ ati ons",
"ssm Li stl nst anceAssoci ati ons",
"ssm Put | nventory",
"ssm Put Conpl i ancel t ens”,
"ssm Put Confi gur ePackageResul t ",
"ssm Updat eAssoci ati onSt at us",
"ssm Updat el nst anceAssoci ati onSt at us",
"ssm Updat el nst ancel nf or mati on”

]

Resource": "*"

"Effect": "All ow',

"Action": [
"ssmessages: Cr eat eCont r ol Channel ",
"ssmessages: Cr eat eDat aChannel ",
"ssmessages: OpenCont r ol Channel ,
"ssmressages: OpenDat aChannel "

]

Resource": "*"

"Effect": "All ow',

"Action": [
"ec2nmessages: Acknow edgeMessage",
"ec2nmessages: Del et eMessage”,
"ec2nmessages: Fai | Message”,
"ec2nmessages: Get Endpoi nt ",
"ec2messages: Get Messages”,
"ec2nmessages: SendRepl y"

]

Resource": "*"

"Effect": "All ow',
"Action": [

"cl oudwat ch: Put Met ri cDat a"
]

Resource": "*"
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"Effect": "Allow',
"Action": [
"ec2: Descri bel nst anceSt at us"
Il
"Resource": "*"
B
{
"Effect": "Allow',

"Action": [
"ds: Creat eConputer”,
"ds: Descri beDirectories"
Il
"Resource": "*"
B
{
"Effect": "Allow',

"Action": [
"l ogs: Cr eat eLogG oup",
"| ogs: Creat eLogStr eant,
"l ogs: Descri beLogG oups”,
"l ogs: Descri beLogSt reans",
"| ogs: Put LogEvent s"
Il -
"Resource": "*"
Ji s
{
"Effect": "Allow',

"Action": [
"s3: Get Bucket Locat i on",
"s3: Put Obj ect ",
"s3: Get bj ect ",
"s3: Get Encrypti onConfi guration",
"s3: Abort Mul ti part Upl oad",
"s3: ListMul ti part Upl oadParts",
"s3: Li st Bucket ",
"s3: Li st Bucket Mul ti part Upl oads"
Il -

"Resource": "*"

For more information on AWS SSM Agent, refer to Working with SSM Agent.

» Manual. Move displays the VM preparation scripts for Windows and Linux VMs. Copy the scripts and
manually run them on the source VMs. If you select this option, proceed to step 8.

» Mixed. Move allows you to select the VM preparation mode for each VM. This setting allows you to
manually prepare one set of VMs and automatically prepare another set of VMs in the same migration plan.
If you want to have such a hybrid combination of Automatic and Manual VM preparation modes, proceed
to the step 8.

Note: The preparation mode automatically switchesto Mixed if you change the mode of preparation for a set

of VMs under Change Settings and have amix of Automatic and Manual VM preparation modes. Y ou
cannot manually select the Custom option from the Preparation Mode drop-down list.
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9. IntheOverrideindividual VM Preparation section, click Change Settings to override settings for the
individual VMs. Y ou can edit the VM preparation credentials, remove VMs, or update the VM preparation
mode.

Note: If you change the Mode of Preparation to Manual for aVVM, then copy the new generated scripts of
that specific VM and run them on the source VM.

Access the newly generated VM preparation script for that VM by selecting the Copy Scriptsicon
under the Actions column.

After making the required changes, click Done.
Then, click Next.

10. IntheVM Settings screen, do one or more of the settings, and then click Next.

a VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

b. Timezone: Set the timezone as the hardware clock of the VMs in target.
If set to default, Move configures UTC timezones for Linux VMs and cluster timezones for Windows VMs.
c. Category Settings (Optional): Select the categories to which the target VM(s) should be assigned.
Only those categories which have values are available for selection.

d. Skip CDROM addition on target VMs: Select this check box to skip the CDROM addition on the target
VMs.

e. Settings for individual VMs: Click Change Settings to configure settings such astimezone, VM
priority, and skip CDROM addition for individual VMs. Y ou can also search the VM by typing the name of
the VM and change the settings.

f. Schedule Data Seeding: Check this check box to select the date and time for migration.

11. Inthe Summary screen, choose one of the following, and then proceed to review the VM migration summary.

» Back: To edit the information, click this option.

» Save: To save the migration plan, click this option.

For more information about how to start the migration later, and check the migrated VM status and details,
refer to Environments and Migration Plan Management on page 259.

» Save and Start: Click this option to save the migration plan and begin the migration immediately

The seeding process for migration begins. Y ou can monitor this information by selecting Status for the
migration plan.

Note: The seeding process can take several minutes depending on the number of VMs.

What to do next

If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover (AWS to ESXi) on page 151

Performing a Migration Cutover (AWS to ESXi)

When the migration plan is started and the seeding process is complete, you can cut over the selected
VMs in the AOS cluster. You can monitor the VM migration progress by clicking the Status link.
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About this task

Note:

e You can perform this operation only when the VM status is Ready to Cutover.
* Recommended that cutover should be performed within one week of initial data seeding.

o If theinitial data seeding finishesin less than 10 minutes, Move continues to wait for 10 minutes to take
the incremental snapshot; however, you can trigger the cutover immediately.

e The cutover process increments in absolute numbers.

To perform a migration cutover, do the following:
Procedure

1. Inthe Move Ul, click the Ready to Cutover statusto display thelist of available VMs.
2. To perform the cutover, select the VMs or group of VMs.

3. Click Cutover.
The cutover process performs the following VM actions.
e Shuts down the instance
« Takesthefinal snapshotsfor the instance and copying the final changesto AOS
¢ CreatesaVM inthetarget AOS cluster
e Attachesthereplicated drives to the VM

¢ Powerson or off the VM (depends on the initial power state)

The cutover process begins immediately and might take a few minutes. Once cutover is complete, the VM is ready
for usein the new AOS cluster.

What to do next

You can manage the migration plan once the migration plan is ready. For more information, refer to
Environments and Migration Plan Management on page 259

NUTANID Move | AWS to ESXi | 152



AZURE TO AHV AND AZURE TO NUTANIX
CLOUD CLUSTERS (NC2) ON AZURE

Y ou can prepare and migrate Azure VMsto AHV and Azure to Nutanix Cloud Clusters (NC2) on Azure by using
Move.
Migration Considerations

Y ou must consider the supported guest operating systems, requirements, recommendations, unsupported features, and
limitations provided in this section before starting the migration process.

Supported Guest Operating Systems

Move supports some common operating systems. Unless otherwise specified, Nutanix has qualified the following 64-
bit guest operating system versions.

For more information about the supported guest operating systems on AHV, refer to Compatibility and
Interoperability Matrix. It also indicates whether an operating system is community-supported, legacy, or deprecated
on AHV.

Generation 1 VMs Support

e Windows 7 (TLS 1.2 and SHA2 should be enabled), 8, 8.1, 10
*  Windows Server 2008 R2 (TLS 1.2 and SHA2 should be enabled), 2012, 2012 R2, 2016, 2019, 2022
* RHEL 6.3 (32-bit and 64-hit supported), 6.5-6.10, 7.0-7.7, and 8.0-8.2

Note: RHEL 6.3 is supported only with IDE as the disk controller.

e CentOS 6.3 (32-hit and 64-bit supported) to 6.9, 7.0-7.7, 8.0-8.2

Note: CentOS 6.3 is supported only with IDE as the disk controller.

e Ubuntu Server and Desktop 12.04.5, 14.04.x, 16.04.x, 16.10 (32-bit and 64-bit supported)
e Ubuntu Server 12.0.4, 18.04, 19.04

Note: For Ubuntu 12.0.4, SCSI is not supported. PCI disk controller is required on AOS target for this operating
system version to boot correctly.

e SUSE Linux Enterprise Server 12 SP5, 15 SP1
+ OraclelLinux 6.4-6.8, 7.5-8.0
e Debian 10

Generation 2 VMs Support (UEFI Enabled VMs)

*  Windows 10 Pro, Windows 10 Enterprise

«  Windows Server 2012, 2012 R2, 2016, 2019, 2022
 RHEL 7.0,7.4-7.7, and 8.0-8.1

» Cent0S7.4-7.7,8.0-81

* Ubuntu Server 16.04, 18.04, 19.04, 19.10
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e SUSE Linux Enterprise Server 12 SP4, 15 SP1
e OracleLinux 7.7, 7.7-ci

Requirements (Azure to AHV)

Before attempting to migrate VMs running on Azure using Move, make sure to conform to the requirements
listed here.

General Requirements

Ensure to conform to the following requirements for Azure to AHV migration.

« Supported browser: Google Chrome

* Ensurethat you enable al outbound portsin the source VM.

» Ensurethat you have PowerShell version 4.0 or later.

» Ensure TCP 443 connection to Azure endpoint for operationsin Azure.

« For Linux source VMs, install the following packages along with their dependencies: wget, curl, jq, bash, sudo.
* For automated guest VM preparation, make sure that the Azure Guest Agent is running on the Azure VMs.

» Ensureto register the Azure app and apply the required privileges for the subscription. Y ou can do it through
Azure Ul, refer to Registering an App and Applying Privileges (Azure Ul) on page 156 or Move CLI, refer
to Registering the App in Azure and Assigning Custom Role (Move CLI) on page 164.

» Network Security Services (NSS) 3.44 isrequired for Linux VMs.
- Beforeyou initiate a migration, ensure to disable backups.
e Theresource provider M cr osof t . conput e should be registered for the subscription.

* While adding an Azure source, the Azure custom role assigned to the registered app must have the set of
permissions as provided in the following JSON to do end-to-end migration of the VMs.

{ "perm ssions": [
{
"actions": |
"M crosoft. Aut hori zati on/ rol eAssi gnnent s/ read",
"M crosoft. Aut horization/rol eDefinitions/read",
"M crosoft. Aut horization/l ocks/read",
"M crosoft. Resources/subscriptions/locations/read",
"M crosoft. Conput e/ virtual Machi nes/read",
"M crosoft. Conput e/ vi rtual Machi nes/wite",
"M crosoft. Conput e/ vi rtual Machi nes/ vnSi zes/ read",
"M crosoft. Conput e/l ocations/vnSi zes/ read",
"M crosoft. Conput e/ vi rtual Machi nes/i nst anceVi ew r ead",
"M crosoft. Conput e/l ocati ons/ runCommands/ read",
"M crosoft. Conput e/ vi rtual Machi nes/ r unConmand/ acti on",
"M crosoft. Network/ networkl nterfaces/read",
"M crosoft.Network/virtual Net wor ks/ read",
"M crosoft. Conput e/ di sks/ read",
"M crosoft. Resources/subscriptions/resourceG oups/read",
"M crosoft. Resources/subscriptions/resourceG oups/wite",
"M crosoft. Resources/subscriptions/resourceG oups/ del ete",
"M crosoft. Network/networ kSecurityG oups/securityRul es/wite",
"M crosoft. Network/networ kSecurityG oups/securityRul es/ del ete",
"M crosoft. Conput e/ snapshots/wite",
"M crosoft. Conput e/ snapshot s/ read",
"M crosoft. Conput e/ snapshot s/ del et e",
"M crosoft. Conput e/ snapshot s/ begi nGet Access/ acti on",
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1.

"M crosoft. Conput e/ snapshot s/ endGet Access/ acti on",
"M crosoft. Conput e/ vi rtual Machi nes/ start/action",
"M crosoft. Conput e/ vi rtual Machi nes/ power O f/ acti on",
"M crosoft. Conput e/ di sks/ begi nGet Access/ acti on"

"not Actions": [],
"dataActions": [],
"not Dat aActions": []

« While adding Azure as both source and target, the Azure custom role assigned to the registered app must have the
set of permissions as provided in the following JSON to do end-to-end migration of the VMs.

"M crosoft. Aut hori zati on/ r ol eAssi gnnment s/ read",

"M crosoft. Aut hori zati on/rol eDefinitions/read",

"M crosoft. Conput e/ di sks/ begi nGet Access/ acti on",

"M crosoft. Conput e/ di sks/ read",

"M crosoft.Aut hori zation/| ocks/read",

"M crosoft. Conput e/l ocati ons/ runCommands/ r ead",

"M crosoft. Conput e/l ocati ons/vnSi zes/ read",

"M crosoft. Conput e/ snapshot s/ begi nGet Access/ acti on",

"M crosoft. Conput e/ snapshot s/ del ete",

"M crosoft. Conput e/ snapshot s/ endGet Access/ acti on”,

"M crosoft. Conput e/ snapshot s/ read",

"M crosoft. Conput e/ snapshots/wite",

"M crosoft. Conput e/ vi rtual Machi nes/i nst anceVi ew r ead",

"M crosoft. Conput e/ vi rtual Machi nes/ power O f/ acti on",

"M crosoft. Conput e/ vi rtual Machi nes/read",

"M crosoft. Conput e/ vi rtual Machi nes/ runCommand/ acti on",

"M crosoft. Conput e/ vi rtual Machi nes/ start/action",

"M crosoft. Conput e/ vi rtual Machi nes/ vni zes/ r ead",

"M crosoft. Conput e/ vi rtual Machi nes/wite",

"M crosoft. Net wor k/ net wor kl nt er f aces/read",

"M crosoft. Network/ networ kSecurityG oups/securityRul es/del ete",
"M crosoft. Network/networ kSecurityG oups/securityRul es/wite",
"M crosoft. Network/virtual Net wor ks/ r ead",

"M crosoft. Resources/subscriptions/|ocations/read",

"M crosoft. Resources/subscriptions/resourceG oups/ del ete",
"M crosoft. Resources/subscriptions/resourceG oups/read"”,
"M crosoft. Resources/subscriptions/resourceG oups/wite",
"M crosoft. Conput e/ di sks/ del ete",

"M crosoft. Conput e/ di sks/ endGet Access/ acti on”,

"M crosoft. Conput e/ di sks/write",

"M crosoft. Net wor k/ net wor kl nt er f aces/ del et e",

"M crosoft. Network/ networ kl nterfaces/effectiveNetworkSecurityG oups/

"M crosoft. Network/networkl nterfaces/join/action",

"M crosoft. Network/networkl nterfaces/wite",

"M crosoft. Network/ networ kSecurityG oups/join/action",
"M crosoft. Networ k/ networ kSecurityG oups/read",

"M crosoft. Network/virtual Net wor ks/ subnet s/ j oi n/ acti on"

{
"perm ssions": [
{
"actions": [
action",
1.
"not Actions": [],
"dat aActions": [],
"not Dat aActions": []
}

NUTANIXX

Move | Azure to AHV and Azure to Nutanix Cloud Clusters (NC2) on Azure

| 155



]
}

* Move must have access to the following URLS:

* https://management.azure.com/

* https://login.microsoftonline.com/

* https://graph.windows.net/

* https://batch.core.windows.net/

* https://*.blob.core.windows.net/ (Azure Storage blobs)
* https://nxmove.blob.core.windows.net/

* Move must have access to the shared access signature (SAS) URL https://*.blob.storage.azure.net/ generated
by Azure for snapshot exports.

Prerequisites for Linux guest VMs:

» The credentials provided must have root or sudo user permission.

* Guest VM should have curl utility installed.

Service Accounts

For successful migration of VMsfrom Azureto AHV, Move requires the following.

e Prism Element Ul for the AHV cluster

e (Only for manual preparation of VMs) An administrator for Windows source VMs or root for Linux source VMs
to run the source VM preparation scripts.

Registering an App and Applying Privileges (Azure Ul)

For migrating the VMs from Azure, first you need to register the Azure app, and then apply the required
privileges for the subscription in the Azure Ul. Once you have the Subscription ID, Tenant ID, Application
ID and the client secret value, you can add the Azure provider in the Move VM.

About this task

To register the app and apply the required privileges, do the following:
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Procedure

1. Create anew App registration in Azure to provide necessary access to Move to perform the VM migration.

a Select App registration > New registration.

M e e e

Home

App registrations 3

+ New registration (@ Endpoints /> Troubleshooting ¥ Download [l Preview features =~ < Got feedback?

@ Try out the new App registrations search preview! Click to enable the preview. >

longer add any new features to Azure Active Directory Authentication Library (ADAL) and Azure AD Graph. We will continue to pr support no longer p dates. Applications will need to be upgraded to Microsoft Authentication Library (MSAL) <

@ Staring June 30th, 2020 we i
and Microsoft Graph. Learnm

Figure 30: App registration
b. Provide the app name, and then click Register to register the application with the default selection.
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Home > App registrations >

Register an application

* Name

The user-facing display name for this application (this can be changed later).

MNutanixMovehccess o

Supported account types

Who can use this application or access this API?

@ Accounts in this organizational directory only (Nutanix only - Single tenant)

O Accounts in any organizational directory (Any Azure AD directory - Multitenant)

O Accounts in any organizational directory (Any Azure AD directory - Multitenant) and personal Microseft accounts (e.g. Skype, Xbox)

O Personal Microsoft accounts only

Help me choose...

Redirect URI (optional)

We'll return the authentication response to this URI after successfully authenticating the user. Providing this now is optional and it can be
changed later, but a value is required for most authentication scenarios.

Public client/native (mobile ... | | e.g. myapp://auth 4

Register an app you're working on here. Integrate gallery apps and other apps from outside your erganization by adding from Enterprise applications.

By proceeding, you agree to the Microsoft Platform Policies '

L

Figure 31: Register the app with default selection

¢. Oncethe application is registered, copy the Application ID and the Tenant ID.
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S e e dtee )

Home > App registrations

% NutanixMoveAccess = X
P Search (Cmd+/) « [0 Delete & Endpoints [ Preview features
B Overview
@ Gota second? your feedback on pltior (previously Azure AD for developer), —>
& Quickstart
#" Integration assistant A Essentials
Manage Display name NutanixMoveAccess Supported account types My organization only
f— Application (client) ID : 094e1284-257b-44be-997e-fosbdddcfc1s Redirect URls Add a Redirect URI
= Branding
Directory (tenant) 1D ; bbO47546- Application ID URI Add an Application ID URI
D Authentication
Object D €20c69dc-3dbb-463-aBc2-acf35cAcds3T Managed application in ... NutanixMoveAccess
Centifcates & secrets
" x
{I! Token configuration @ Weicome to the new and improved App registrations. Looking to learn how it's changed from App registrations (Legacy)? Learn more.
o API permissions.
& Expose an API @ Starting June 30th, 2020 we will o longer add any new features to Azure Active Directory Authentication Library (ADAL) and Azure AD Graph. We will continue to support and Jpdates but we will no longer pr needtobe
upgraded to Microsoft At Liorary (MSAL) and Leam more

i App roles

Figure 32: Copy Application ID and Tenant ID

d. Click Certificates & Secrets to create aclient secret for the registered application. Set the description and
the expiry period, and the click Add.

Home > App registrations > NutanixMoveAccess

NutanixMoveAccess | Certificates & secrets =

Add a client secret x

Descpton (Norioverppseast |
S il 7 cotteesacc boies (tmonns v

B Oveniew Credentials enable lications to identify themselves to th service when receiving tokens at a web addressable location (using an HTTPS
scheme). For a higher level of assurance, we recommend using a certficate (instead of a client secre) as a credential.

& Quickstart

# Integration assistant

Certificates
Manage
Certficates can be used as secrets to prove the application’s identity when requesting a token. Also can be referred to as public keys.
B Branding
D Authentication T Upload certifcate
Certificates & secrets Thumbprint Start date Expires D
{1} Token configuration No certficates have been added for this application.

© APl permissions.
@ Expose an API

App roles Client secrets

2 Owners A secret string that the application uses to prove its identity when requesting a token. Also can be referred to as application password.
&, Roles and administrators | Preview

+ New client secret
I Manifest

Description Expires Value )

Support + Troubleshooting
No client secrets have been created for this application.
£ Troubleshooting

& New supportrequest

Figure 33: Creating a client secret

e. Copy the client secret value which isrequired for adding Azure provider in the Move VM.
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Home > App registrations > NutanixMoveAccess

NutanixMoveAccess | Certificates & secrets

P Search (Cmd+/) « D Got feedback?

Overview Credentials enable canfidential applications ta identify themselves to the authentication service when receiving tokens at a web addressable location (using an HTTPS
scheme). For a higher level of assurance, we recommend using a certificate (instead of a client secret) as a credential.
&3 Quickstart
Integration assistant »
Certificates
Manage .
Certificates can be used as secrets to prove the application’s identity when requesting a token. Also can be referred ta as public keys
= Branding
= .
3 Authentication Upload certificate
Certificates & secrets Thumbprint Start date Expires D

{li Token configuration No certificates have been added for this application
= API permissions

@ Expose an API

App roles Client secrets

23 Owners A secret string that the application uses ta prove its identity when requesting a token. Also can be referred to as application password
L. Roles and administrators | Preview
New client secret

i Manifest

Description Expires Value Copy to clipboard
Support + Troubleshooting .
NutanixMoveAppSecret 4/19/2023 Q7_0qsdSpBMu.PlInNgpeel_Q1f6UT1qo~ [  fcba3092-dec6-40ef-9491-77ea363135c2 O ]
&2 Troubleshooting

2 New support request

Figure 34: Copying Secret
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2. Create a custom role in the subscription and assign that role to the application.

a Goto Subscriptions > (Name of your subscription to add to Move) > Access control (IAM).
Click Add > Add custom role.

Home > Subscriptions > Move Azure Test Subscription

P
Subscription

£ Search (Cmd+/) «

Overview
E Activity log
B Access control (IAM)

€ Tags

£/ Diagnose and solve problems

© Security
Events

Cost Management

4. Cost analysis

B costalerts

i5) Budgets

@ Advisor recommendations

Billing
A Partner information

Settings

}JR Move Azure Test Subscription | Access control (IAM)

i Add |\ Download role assignments

Add role assignment
nts Roles Roles (Preview)
Add co-administrator

Add custom role
View my level of access to this resource

Check access
Review the level of access a user, group, service principal, or
managed identity has to this resource. Learn more &

Find @

[ user, group, or service principal &

[ search by name or email address |

Figure 35: Adding a custom role

< Got feedback?

Deny Classic administrator

Grant access to this resource

Grant access to resources by assigning a role.

Add role assignments

Learn more

View deny assignments

View the role assignments that have been denied
access to specific actions at this scope.

Learn more (7

View access to this resource

View the role assignments that grant access to this and
other resources.

View Learn more
Create a custom role
Create a custom role for Azure resources with your own

set of permissions to meet the specific needs of your
organization.

Add Learn more (7

b. Enter acustom role name, and then click the JSON tab. Click Edit. Replace the per ni ssi ons section in the
JSON with the required set of permissions, and then click Save. Click Review + Create to complete the

custom role creation.

To copy the set of permissions, refer to Requirements (Azure to AHV) on page 154 or Requirements
(Azure to ESXi) on page 177 section.
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Home > Subscriptions > Move Azure Test Subscription >

Create a custom role
@ Got feedback?

Basics  Permissions © Assignable scopes  JSOM  Review + create

To create a custom role for Azure resources, fill out some basic information. Learn more cf

* Custom role name (%) MutanixMovehccessRole -

Description

Baseline permissions (0 O Clone a role @ Start from scratch O Start from JSON

Figure 36: Creating a custom role
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Home > Subscriptions > Move Azure Test Subscription >

Create a custom role

 Got feedback?

Basics  Permissions  Assignable scopes | JSON | Review + create

Here is your custom role in JSON format. Learn more &

I ©

1q 1
2 “properties”: {
3 "roleName": "NutanixMoveAccessRole",
4 “description”: ",
5 “assignableScopes": [
6 "/subscriptions/c7297738- P
7 1.
8 “permissions": [
9
10 "actions": [
1 “Microsoft.Authorization/roleDefinitions/read",
12 “Microsoft.Authorization/roleAssignments/read”,
13 “Microsoft.Resources/subscriptiens/locations/read",
14 “Micresoft.Compute/virtualMachines/read",
15 "Microsoft.Resources/subscriptions/locations/read",
16 "Micresoft.Compute/virtualMachines/vmSizes/read",
17 "Microsoft.Compute/locations/vmSizes/read",
18 “Microsoft.Compute/virtualMachines/instanceView/read",
19 "Microsoft.Network/networkInterfaces/read",
20 “Microsoft.Network/virtualNetworks/read",
21 “Micresoft.Compute/disks/read",
22 "Micresoft.Compute/locations/runCommands/read" ,
23 "Micresoft.Compute/virtualMachines/runCommand/action”,
24 "Micresoft.Resources/subscriptions/resourceGroups/read", r
25 "Microsoft.Resources/subscriptions/resourceGroups/write",
Home > Subscriptions > Move Azure Test Subscription
N '°g Move Azure Test Subscription | Access control (IAM) - X
Subscription
[ search cma+n "]« 4 Add_ L Download roe assignments i s O Refresh | X Rem © Got feedback?
Overview Add role assignment
nts  Roles Roles (Preview)  Denyassignments  Classic administrators
@ Activity log Add co-administrator —
e Access control (AM) i cstom role sermissions. You can use the built-in roles or you can create your own custom roles. Learn more <
@ Tags Search by role name Type : All
& Diagnose and solve problems [ Name Type Users Groups Service Principals
O security [0 & owner0 BuiltinRole s 1 0
Events O & Contrbutor® BuilinRole 3 ° 1
Cost Management O i Reader® BuiinRole 1 ° 0
4. Cost analysis O e Nutanix-Move-Role @ CustomRole o o 1
B Costalerts [J & NutanixMoveRoleDemo O CustomRole ° o |
© Budgets O s Z8Moverccesshole ® CustomRole o o 1
@ Adsor recommendations O & Acodete® Buitinkole ° ° 0
. [ 2 Acimagesigner © BuiltinRole 0 o 0
iling
O % Ackul® BuiltinRole 0 0 0
2 Partner information
0 de AkushO BuiltinRole o 0 0

Figure 38: Assigning Permissions

d. Select the created role and the registered application, and then click Save.
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Home > Subscriptions > Move Azure Test Subscription Add role assignment X
99\ Move Azure Test Subscription | Access control (IAM)
Subscription

Role ©

[ search (cmd+n « + Add L Download role assignments O Refresh  Got feedback? [ NutanixmoveAccessrole v

Overview Assign access to ©
Checkaccess  Role assignments | Roles | Roles (Preview)  Deny assignments  Classic administrators

[User,oroup or service principal v
B Aciyog

\ nmore @ Select ©
82 Access control (AM) A role definition is a collection of permissions. You can use the built-in roles or you can create your own custom roles. Lear more 7

€ Tags NutanixMoveAccess Type : All

 Diagnose and solve problems. No users, groups, or service principals found.
o o Showing 1 of 261 roles

O securty O Name Type Users
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Figure 39: Role assignment

Now you can use this Subscription ID, Tenant ID, Application ID and the client secret value to add the Azure
provider in the Move VM.

What to do next

You can now add the Azure environment in the Move Ul. Refer to Adding an Azure Environment on
page 167. You can also register the app in Azure and assign custom role through Move CLI. Refer to
Registering the App in Azure and Assigning Custom Role (Move CLI) on page 164.

Registering the App in Azure and Assigning Custom Role (Move CLI)

For migrating the VMs from Azure, first you need to register the Azure app, and then apply the required
privileges for the subscription through Move CLI or Azure Ul. Once you have the Subscription ID, Tenant
ID, Application ID and the client secret value, you can add the Azure provider in the Move VM.

About this task

To register the app in Azure and assign custom role, do the following:
Procedure

1. SSH tothe Move VM as an admin.
Refer to Accessing Move VM with SSH on page 21.

2. Switch to theroot user by entering the password of the Move VM.

adm n@ove on ~ $ rs
[ sudo] password for adm n:
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3. To create Azure App, run the following command:

root @ove on ~ $ create-azure-app

rootamove on ~ $|create-azure-app

Logging into Azure...

To sign in, use a web browser to open the page|https://microsoft.com/devicelogin|and enter the code| FCLBNRFQP [to authenticate.

Figure 40: Creating Azure App

A link and code is provided to authenticate with Azure.

4. Open the authentication link in aweb browser and enter the code for authentication. Select the Azure account.

@& login.microsoftonline.com/common/oauth2/deviceauth

B® Microsoft

Enter code

Enter the code displayed on your app or device.

FCLBNRFQP

Figure 41: Authenticating with Azure

Authentication will be successful and alist of subscriptions will appear.
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5. If your account has multiple subscriptions, provide the subscription ID to be used for migration.

rootamove on ~ $ create-azure-app
Logging into Azure...
To sign in, use a web browser to open the page https://microsoft.com/devicelogin and enter the code FCLBNRFQP to authenticate.

CloudName Subs 5 e IsDefault

ith.ahamed@nutanix.com - TASK0087655 AzureCloud 23ceb11f- Enabled
e Azure Test Subscription AzureCloud c7297738- Enabled
Move Azure Prod Subscription AzureCloud 5335472e- Enabled

Please select a SubscriptionId from the above list: 72

Figure 42: Enter the subscription ID

6. Enter the App name to be registered (default: NutanixMoveApp) and the custom role name which will be created
with necessary permission and assigned to the registered app.

NOTE: If you s ct existing app name or role name under the subscription, they will be updated. Please note that this operation will reset the existing client secret. Pro
ceed with caut

name to be us t g s 'Enter' for default (Default: Nut
name for the r' P Enter' for default (Default: Nutanix
tom role 'Nuta 01 for Nutanix Move. This will be ass

Figure 43: Enter the App and custom role name

Once the App gets registered in Azure and assigned with the custom role, the Subscription ID, Tenant ID,
Application ID and the Client Secret is displayed in the output. Use these credentials to add Azure asaprovider in
the Move VM.

/providers/Microsoft.Authorization/roleDefinitions/b87c98fa

g app
JARNING: The output inclu
ol. For more

N k

rootamove on ~ $ |

Figure 44: Lists the Subscription ID, Tenant ID, Application ID and the Client Secret

What to do next

You can now add the Azure environment in the Move Ul. Refer to Adding an Azure Environment
on page 167. You can also register the Azure app, and then apply the required privileges for the
subscription from the Azure Ul. Refer to Registering an App and Applying Privileges (Azure Ul) on
page 156.

Qualified Metrics (Azure to AHV)

The following metrics are qualified for migration from Azure.

* Migration of VMswith 2 TB disk.
* Migration of 50 VMsin asingle migration plan.

* Norestriction regarding any locations.

Unsupported Features (Azure to AHV)
This section lists the unsupported features for migration from Azure.
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» Guest operating systems other than the supported operating systems.
For more information, refer to Supported Guest Operating Systems on page 153
e VMswith unmanaged disks
e VMswith ephemeral disks
* |Paddressand MAC address retention

» Spot instances gets deleted or shutdown at any time according to the user configuration and have an impact on
migrations.

« VDI VMs created with Citrix Machine Creation Service

Limitations (Azure to AHV)
The section lists the limitations for migration from Azure.

Azure to AHV Migration Limitations

The support for migration is constrained by the following.

*  VMswith shared disks

*  VMswith private Virtual Private Network (VPN)
e VMswith third party backup

e Azure Public Cloud is supported.

Note: Azure China Cloud, Azure German Cloud, and AzureUSGovernment are not supported.

Adding an Azure Environment

While creating a migration plan, if you need to add an Azure source, you have to add at least one Azure
environment for migration.

Before you begin

Ensure to register the Azure app and apply the required privileges for the subscription. You can do it
through Azure Ul or Move CLI.

About this task

Note:

» This procedureisonly applicable for migration from Azure environment.

e Azure accounts with lock at subscription level cannot be added as a provider. If the lock is present at
resource group level, VMs under that resource group are marked as unmigratable.

To add an Azure environment, do the following:
Procedure

1. LogontoMove Ul.
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2. Click + Add Environment under Environments.
The Add Environment appears.

Add Environment X

Select Environment Type

Microsoft Azure :

Environment Name St s

Subscription ID

Tenant ID

Client ID

Client Secret

Show
Cancel

Figure 45: Add Environment Dialog Box
3. Select Microsoft Azure asthe environment type.
4. Complete the indicated fields and click Add.
a. Environment Name: Enter a name for the Azure environment.
b. Subscription ID: Enter your Azure subscription ID.
c. Tenant ID: Enter your Azuretenant ID.

d. Client ID: Enter the client ID of the Azure account.

If you do not have the Client ID and Secret, click the Create Azure Client ID/Secret? link for more details
on creating Azure Client ID and Secret.

e. Client Secret: Enter the value of the client secret.

Note: Client Secret refersto the value of the client secret in Azure and not the secret ID.

The environment is added to Move Ul and can be viewed inthe Environments list in the |eft pane of the Move
dashboard.
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What to do next

You can add a Nutanix AOS cluster environment. For more information, refer to Adding a Nutanix AOS
Cluster Environment on page 39

Adding a Nutanix AOS Cluster Environment

While creating a migration plan, AHV AOS cluster can be added as both source or target. If you want to
use ESXi on Nutanix cluster as target, then add the corresponding AOS cluster environment for ESXi.

About this task

Note: When you add a AOS cluster, Move VM |P address with the subnet 255.255.255.255 is added to the global NFS
alowlist.

Caution: Modifying the NFS allowlist of the destination container disables inheritance of the NFS allowlist
at the global level and lead to issues with Move operations.

To add a Nutanix AOS cluster environment, do the following:
Procedure

1. LogontotheMoveUl.

2. Click + Add Environment under Environments.

Add Environment X

Enter Nutanix AHV/ESXi environment details that you want to migrate VMs
to. You can supply connection details for either Prism Element or Prism
Central.

Select Environment Type

Nutanix AOS

Environment Name

Nutanix Environment

User Name Password

Show

Cancel

Figure 46: Add AOS Environment Dialog Box

The Add Environment window appears.

3. Select Nutanix AOS asthetarget environment type.
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4. Complete the indicated fields and click Add.

a Environment Name: Enter aname for the NC2 on AWS and AHV or VMware ESXi on Nutanix
environment.

b. Nutanix Environment: Enter the IP address or the FQDN for the target Prism Central or Prism Element.
c. User Name: Enter the username for logging on to the target Nutanix environment.
d. Password: Enter the password for logging on to the target Nutanix environment.

5. (Only for ESXi to ESXi migration) Enter credentials for registered vCenter.

Enter credentials for registered vcenter(s)

Please enter credentials for registered vCenter(s). vCenter credentials are needed

Cancel

Figure 47: vCenter Credentials Dialog box

vCenter credentials are required to update the target VM properties for ESXi to ESXi on Nutanix migration.

Note:

e You can skip adding vCenter credentialsif your sourceis not ESXi.

e Toretain the VM properties on the target VM after migration, be sure to provide the target vCenter
credentials. The following properties will be retained:

e SCSI controller types

* Network adaptor type

* MAC address

* Video card

e Memory overcommit variables
» Tool upgrade flag

» Sync time with host flag

» Disable acceleration flag

e Enablelogging flag

The AOS environment is added to the Move Ul and can be viewed in the Environmentslist in the left pane of
the Move dashboard.
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What to do next

Once you have added the environments, you can proceed to create the migration plan. For more
information, refer to Creating a Migration Plan on page 42 or Creating a Migration Plan on page 84 or
Creating a Migration Plan on page 127 or Creating a Migration Plan (AWS to ESXi) on page 147 or
Creating a Migration Plan (ESXi to ESXi) on page 66 or Creating a Migration Plan (Hyper-V to ESXi) on
page 103 or Creating a Migration Plan (Azure to AHV) on page 171 or Creating a Migration Plan (Azure
to ESXi) on page 184

Creating a Migration Plan (Azure to AHV)

You can create a migration plan to seed the data, cutover, and monitor the VMs. You can create the
migration plan in Move without initiating the cutover process.

About this task
Note:
e Thisprocedureisonly applicable for migration from Azureto AHV.

e Onyour first logon, you can log on to Move with your defaults credentials.

» If you cancel or discard the migration till cutover state, the source VMs will be automatically cleaned up
if the Automatic preparation mode is selected. If the preparation mode selected is Manual, no cleanup
is performed by Move. However, you can perform manual cleanup.

For information on canceling an ongoing migration, see Pausing or Canceling a VM Migration on
page 257.

For information on performing manual cleanup, see Manual Cleanup for VM Migrations on
page 295.

To create a migration plan, do the following:
Procedure

1. Logontothe Move VM.
Select Migration Type window appears with the options - VM and Files.

2.  Select VM and click Continue.
Move dashboard for VM migration appears.

3. Onthe Move dashboard, click Create a Migration Plan.
Note: If you have existing migration plans, click the + New Migration Plan link to create a plan.
The Enter Migration Plan Name window appears.
4.  Enter the new migration plan name, and then click OK.
Note: You can edit the migration plan name by clicking the pencil icon next to the migration plan name.
The New Migration Plan window appears.
Note: You might at times see a message relating to inventory collection as shown below. During this time, the

environments undergoing refresh will not be available for selection. Such environments do not automatically
show up for selection once the inventory collection is over. In case you wish to select one of the environments
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undergoing refresh (not available for selection), you will need to select Cancel and wait for inventory collection
to get over, and then create the migration plan again.

o Source & Target Select VMs Network Configuration VM Preparation VM Settings Summary
Inventory collection is in progress for one or more environments. They will not be available for selection until the inventory collection is complete

Select Source

Select a Source

Select Target

Select a Target

Cancel

Figure 48: Inventory Collection Message
5. Complete the following fields, and then click Next.

a. Select a Source: Select any AWS source for migration.

b. Location: Select alocation from where you will migrate the VMs.

Only locations with VMs are available for selection.
C. Select a Target: Select the target for migrating the VMs.

d. Target Project (optional): Select the project you want as the target.
Thisfield is available only with Prism Central.

e. Target Owners: Select the owners for the selected target project.
Thisfield isavailable only when atarget project is selected.

f. Target Cluster: Select the cluster on which you will migrate the VMs.
g. Target Container: Select the container on which you will migrate the VMs.

6. Inthe Select VM s screen, select one or more VMs from the list. To add all the VM, click +Add All, and then
click Next.

Note: You cannot add more than 50 VMsin a single migration plan.

Y ou can filter the VMs by namein the Filter bar. Y ou can also sort the VM types by selecting the appropriate
column.

Note: The VMsfor which migration has failed are not displayed. To show the entirelist of VMs, select All VMs
from the drop-down list. To show the configuration of VMs, select Configuration from the drop-down list. A
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question mark icon appears beside an unavailable VM that displays more information about that VM and indicate
the reason of afailed VM migration.

Note: Migrated VMsretain their power state on the destination cluster.
The selected VMs are displayed in the sidebar.

7. Inthe Network Configuration screen, select the target network from the drop-down.
It might take some time to check the capacity on the target cluster for availability of resources for migration.

* [Applicable only if Prism Central is used] Move provides the option to select VPC-based or VLAN-based
target subnets. Based on the selection of aVPC or VLAN ID as the target network, the respective subnets are
listed in the target subnet drop-down menu. Select the required subnet from the drop-down menu.

Note: Overlay subnets which do not have | P address pool(s) associated will be disabled in the subnet drop-
down menu.

Click Next.

8. IntheVM Preparation screen, select one of the following VM preparation modes.

» Automatic. By default, this option is selected. Move automatically runs scripts on the source VMsto
prepare them for migration. Ensure that the Azure agent is running on the Azure VMs.

» Manual. Move displays the VM preparation scripts for Windows and Linux VMs. Copy the scripts and
manually run them on the respective source VMs, and then click Next.

Note: These scripts prepare the instance by performing the NTNX VirtlO driver installation.

» Mixed. Move alows you to select the VM preparation mode for each VM. This setting allows you to
manually prepare one set of VMs and automatically prepare another set of VMs in the same migration plan.
If you want to have such a hybrid combination of Automatic and Manual VM preparation modes, proceed
to the next step.

Note: The preparation mode automatically switchesto Mixed if you change the mode of preparation for a set
of VMsunder Change Settings and have amix of Automatic and Manual VM preparation modes. Y ou
cannot manually select the Custom option from the Preparation Mode drop-down list.

9. IntheOverrideindividual VM Preparation section, click Change Settings to override settings for the
individual VMs. Y ou can edit the VM preparation credentials, remove VMs, or update the VM preparation
mode.

Note: If you change the Mode of Preparation to Manual for aVM, then copy the new generated scripts of
that specific VM and run them on the source VM.

Access the newly generated VM preparation script for that VMM by selecting the Copy Scriptsicon
under the Actions column.

After making the required changes, click Done.
Then, click Next.
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10. Inthe VM Settings screen, do one or more of the settings, and then click Next.

a

g.

VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

Timezone: Set the timezone as the hardware clock of the VMsin target.

If set to default, Move configures UTC timezones for Linux VMs and cluster timezones for Windows VMs.
Category Settings (Optional): Select the categories to which the target VM(s) should be assigned.
Only those categories which have values are available for selection.

Skip CDROM addition on target VMs: Select this check box to skip the CDROM addition on the target
VMs.

Enable Memory Overcommit: Select this option to enable memory overcommit on the target VM.
For more information on memory overcommit deployment, refer to AHV Administration Guide.

Settings for individual VMs: Click Change Settings to configure settings such as timezone, VM
priority, and skip CDROM addition for individual VMs. Y ou can also search the VM by typing the name of
the VM and change the settings.

Schedule Data Seeding: Check this check box to select the date and time for migration.

11. Inthe Summary screen, choose one of the following, and then proceed to review the VM migration summary.

»

»

»

Back: To edit theinformation, click this option.

Save: To save the migration plan, click this option.

For more information about how to start the migration later, and check the migrated VM status and details,
refer to Environments and Migration Plan Management on page 259.

Save and Start: Click this option to save the migration plan and begin the migration immediately

The seeding process for migration begins. Y ou can monitor this information by selecting Status for the
migration plan.

Note: The seeding process can take several minutes depending on the number of VMs.

What to do next

If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover on page 174

Performing a Migration Cutover

When the migration plan is started and the seeding process is complete, you can cut over the selected
VMs in the AHV cluster. You can monitor the VM migration progress by clicking the Status link.

About this task

Note:

Y ou can perform this operation only when the VM status is Ready to Cutover.
Recommended that cutover should be performed within one week of initial data seeding.
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« |f theinitial data seeding finishesin less than 10 minutes, Move continues to wait for 10 minutes to take

the incremental snapshot; however, you can trigger the cutover immediately.

e The cutover process incrementsin absolute numbers.

To perform a migration cutover, do the following:

Procedure

1. Inthe Move Ul, click the Ready to Cutover statusto display thelist of available VMs.

2. To

perform the cutover, select the VMs or group of VMs.

3. Click Cutover.
The cutover process performs the following VM actions.

L]

Shuts down the instance

Takes the final snapshots for the instance and copying the final changesto AHV
Createsa VM inthetarget AHV cluster

Attaches the replicated drives to the VM

Powers on or off the VM (depends on the initial power state)

The cutover process begins immediately and might take afew minutes. Once cutover is complete, the VM is ready

for

usein the new AHV cluster.

What to do next

You can manage the migration plan once the migration plan is ready. For more information, refer to
Environments and Migration Plan Management on page 259

Performance Matrix for Large Data Migration

Move performs end-to-end migration of large VMs. The scenarios are tested based on the following
parameters. The following tables show the performance numbers from the Move lab.

Table 16: Performance Numbers of Large Data Migration (Azure to AHV)
Total Number of Location Average Data seeding Data transfer rate
migration Disks used latency source duration (Mbps)
size - target
2TiB 1 US West 19 ms 3 hours 5 1157 Mbps
minutes
2TiB 4*500 GiB US West 19 ms 4 hours 43 985 Mbps
minutes
2TiB 1 Central India 239 ms 13 hours 9 354 Mbps
minutes
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AZURE TO ESXI

Y ou can prepare and migrate Azure VMs to ESXi by using Move.

Note: ESXi as atarget refers to ESXi running on Nutanix appliances.

Migration Considerations

Y ou must consider the supported guest operating systems, requirements, recommendations, unsupported features, and
limitations provided in this section before starting the migration process.

Supported Guest Operating Systems

Move supports some common operating systems. Unless otherwise specified, Nutanix has qualified the following 64-
bit guest operating system versions.

Generation 1 VMs Support

e Windows8, 8.1, 10
*  Windows Server 2012, 2012 R2, 2016, 2019
e RHEL 6.3 (32-bit and 64-hit supported), 6.5-6.10, 7.0-7.7, and 8.0-8.2

Note: RHEL 6.3 is supported only with IDE as the disk controller.
e CentOS 6.3 (32-bit and 64-bit supported) to 6.9, 7.0-7.7, 8.0-8.2
Note: CentOS 6.3 is supported only with IDE as the disk controller.
« Ubuntu Server and Desktop 12.04.5, 14.04.x, 16.04.x, 16.10 (32-bit and 64-bit supported)

e Ubuntu Server 12.0.4, 18.04, 19.04
e SUSE Linux Enterprise Server 12 SP5, 15 SP1

Note: Kernels which have vimxnet3, mptbase, mptsas, mptscsih drivers will work.

* OracleLinux 7.5-8.0
» Debian 10

Note: Kernels which have vimxnet3, mptbase, mptsas, mptscsih drivers will work.

Generation 2 VMs Support (UEFI Enabled VMSs)

e Windows 10 Pro, Windows 10 Enterprise

* Windows Server 2012, 2012 R2, 2016, 2019
e RHEL 7.0, 7.4-7.7, and 8.0-8.1

¢ Cent0OS7.4-7.7,8.0-8.1

¢ Ubuntu Server 16.04, 18.04, 19.04, 19.10
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e SUSE Linux Enterprise Server 12 SP4, 15 SP1
Note: Kernels which have vimxnet3, mptbase, mptsas, mptscsih drivers will work.

¢ OracleLinux 7.7-ci

Requirements (Azure to ESXi)

Before attempting to migrate VMs running on Azure using Move, make sure to conform to the requirements
listed here.

General Requirements

Ensure to conform to the following requirements for Azure to ESXi migration.

» Supported browser: Google Chrome

« Ensurethat you enable all outbound portsin the source VM.

« Ensurethat you have PowerShell version 4.0 or later.

» Ensure TCP 443 connection to Azure endpoint for operationsin Azure.

» For Linux source VMs, install the following packages along with their dependencies: wget, curl, jg, bash, sudo.
« For automated guest VM preparation, make sure that the Azure Guest Agent is running on the Azure VMs.

« Ensureto register the Azure app and apply the required privileges for the subscription. Y ou can do it through
Azure Ul, refer to Registering an App and Applying Privileges (Azure Ul) on page 156 or Move CLI, refer to
Registering the App in Azure and Assigning Custom Role (Move CLI) on page 164.

* Network Security Services (NSS) 3.44 isrequired for Linux VMs.
« Beforeyou initiate a migration, ensure to disable backups.
« Theresource provider M cr osof t . conput e should be registered for the subscription.

« While adding an Azure source, the Azure custom role assigned to the registered app must have the set of
permissions as provided in the following JSON to do end-to-end migration of the VMs.,

{ "perm ssions": [
{
"actions": |
"M crosoft. Aut hori zati on/ r ol eAssi gnnent s/ read",
"M crosoft.Aut hori zati on/ rol eDefinitions/read",
"M crosoft. Aut hori zati on/ | ocks/read",
"M crosoft. Resources/subscriptions/l|ocations/read",
"M crosoft. Conput e/ vi rtual Machi nes/read",
"M crosoft. Conput e/ vi rtual Machi nes/wite",
"M crosoft. Conput e/ virtual Machi nes/ vnSi zes/ read",
"M crosoft. Conput e/l ocati ons/vnSi zes/ read",
"M crosoft. Conput e/ virtual Machi nes/i nst anceVi ew read",
"M crosoft. Conput e/l ocati ons/ runCommands/ read",
"M crosoft. Conput e/ vi rtual Machi nes/ runCommand/ acti on",
"M crosoft. Network/networkl nterfaces/read",
"M crosoft. Network/virtual Net wor ks/ read",
"M crosoft. Conput e/ di sks/ read",
"M crosoft. Resources/subscriptions/resourceG oups/read",
"M crosoft. Resources/subscri ptions/resourceG oups/wite",
"M crosoft. Resources/subscriptions/resourceG oups/ del ete",
"M crosoft. Network/networ kSecurityG oups/securityRul es/wite",
"M crosoft. Network/networ kSecurityG oups/securityRul es/del ete",
"M crosoft. Conput e/ snapshots/wite",
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1.

"M crosoft. Conput e/ snapshot s/ read",

"M crosoft. Conput e/ snapshot s/ del et e",

"M crosoft. Conput e/ snapshot s/ begi nGet Access/ acti on",
"M crosoft. Conput e/ snapshot s/ endGet Access/ acti on",
"M crosoft. Conput e/ vi rtual Machi nes/start/action",
"M crosoft. Conput e/ vi rtual Machi nes/ power O f/acti on",
"M crosoft. Conput e/ di sks/ begi nGet Access/ acti on"

"not Actions": [],
"dataActions": [],
"not Dat aActions": []

« While adding Azure as both source and target, the Azure custom role assigned to the registered app must have the
set of permissions as provided in the following JSON to do end-to-end migration of the VMs.

{

"perm ssions":

{

"actions":

[
[

"M crosoft. Aut hori zati on/ rol eAssi gnnment s/ read",

"M crosoft. Aut hori zati on/rol eDefinitions/read",

"M crosoft. Conput e/ di sks/ begi nGet Access/ acti on",

"M crosoft. Conput e/ di sks/ read",

"M crosoft.Aut hori zation/| ocks/read",

"M crosoft. Conput e/l ocati ons/ runCommands/ r ead",

"M crosoft. Conput e/l ocati ons/vnSi zes/ read",

"M crosoft. Conput e/ snapshot s/ begi nGet Access/ acti on",

"M crosoft. Conput e/ snapshot s/ del ete",

"M crosoft. Conput e/ snapshot s/ endGet Access/ acti on”,

"M crosoft. Conput e/ snapshot s/ read"”,

"M crosoft. Conput e/ snapshots/wite",

"M crosoft. Conput e/ vi rtual Machi nes/i nst anceVi ew r ead",

"M crosoft. Conput e/ vi rtual Machi nes/ power O f/ acti on",

"M crosoft. Conput e/ vi rtual Machi nes/read",

"M crosoft. Conput e/ vi rt ual Machi nes/ runComrmand/ acti on",

"M crosoft. Conput e/ vi rtual Machi nes/ start/action",

"M crosoft. Conput e/ vi rtual Machi nes/ vni zes/ r ead",

"M crosoft. Conput e/ vi rtual Machi nes/wite",

"M crosoft. Networ k/ net wor kl nt er f aces/read",

"M crosoft. Network/ networ kSecurityG oups/securityRul es/del ete",
"M crosoft. Network/ networ kSecurityG oups/securityRul es/wite",
"M crosoft. Network/virtual Net wor ks/ r ead",

"M crosoft. Resources/subscriptions/|ocations/read",

"M crosoft. Resources/subscriptions/resourceG oups/ del ete",
"M crosoft. Resources/subscriptions/resourceG oups/read"”,
"M crosoft. Resources/subscri ptions/resourceG oups/wite",
"M crosoft. Conput e/ di sks/ del ete",

"M crosoft. Conput e/ di sks/ endGet Access/ acti on”,

"M crosoft. Conput e/ di sks/wite",

"M crosoft. Net wor k/ net wor kl nt er f aces/ del et e",

"M crosoft. Network/ networ kl nterfaces/effectiveNetworkSecurityG oups/

action",

"M crosoft. Network/networ kl nterfaces/join/action",

"M crosoft. Network/ networkl nterfaces/wite",

"M crosoft. Network/ networ kSecurityG oups/ del ete”,

"M crosoft. Networ k/ net wor kSecurityG oups/joi n/action",
"M crosoft. Networ k/ networ kSecurityG oups/read",

"M crosoft. Network/ networ kSecurityG oups/wite",

"M crosoft. Network/ publicl PAddresses/ del ete",
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"M crosoft. Network/ publicl PAddresses/j oi n/action",

"M crosoft. Network/ publicl PAddresses/read",

"M crosoft. Network/publicl PAddresses/write",

"M crosoft. Network/virtual Net wor ks/ subnet s/ j oi n/ acti on"

1.

"not Actions": [],
"dataActions": [],
"not Dat aActions": []

}
]
}

* Move must have access to the following URLS:

* https://management.azure.com/

* https://login.microsoftonline.com/

* https://graph.windows.net/

* https://batch.core.windows.net/

* https://*.blob.core.windows.net/ (Azure Storage blobs)
* https://nxmove.blob.core.windows.net/

* Move must have access to the shared access signature (SAS) URL https://*.blob.storage.azure.net/ generated
by Azure for snapshot exports.

Prerequisites for Linux guest VMs:

» The credentials provided must have root or sudo user permission.

* Guest VM should have curl utility installed.

Service Accounts

For successful migration of VMsfrom Azureto ESXi, Move requires the following.

e Prism Element Ul for the AHV cluster

e (Only for manual preparation of VMs) An administrator for Windows source VMs or root for Linux source VMs
to run the source VM preparation scripts.

Qualified Metrics (Azure to ESXi)
The following metrics are qualified for migration from Azure to ESXi.

e Migration of VMswith 2 TB disk.
« Migration of 50 VMsin asingle migration plan.
» Norestriction regarding any locations.

Unsupported Features (Azure to ESXi)
This section lists the unsupported features for migration from Azure to ESXi.

» Guest operating systems other than the supported operating systems.
For more information, refer to Supported Guest Operating Systems on page 153

e VMswith unmanaged disks
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e VMswith ephemeral disks
* |Paddressand MAC address retention

» Spot instances gets deleted or shutdown at any time according to the user configuration and have an impact on
migrations.

* VDI VMs created with Citrix Machine Creation Service

Limitations (Azure to ESXi)
The section lists the limitations for migration from Azure to ESXi.

Azure to ESXi Migration Limitations

The support for migration is constrained by the following.

e VMswith shared disks
* VMswith private Virtual Private Network (VPN)
e VMswith third party backup

e The preparation of source VMsis successful only if the SLES and Debian kernels have the vmxnet3, mptbase,
mptsas, mptscsih driversin them.

e Azure Public Cloud is supported.

Note: Azure China Cloud, Azure German Cloud, and AzureUSGovernment are not supported.

Adding an Azure Environment

While creating a migration plan, if you need to add an Azure source, you have to add at least one Azure
environment for migration.

Before you begin

Ensure to register the Azure app and apply the required privileges for the subscription. You can do it
through Azure Ul or Move CLI.

About this task

Note:

e This procedureisonly applicable for migration from Azure environment.

» Azure accounts with lock at subscription level cannot be added as a provider. If the lock is present at
resource group level, VMs under that resource group are marked as unmigratable.

To add an Azure environment, do the following:
Procedure

1. LogontoMoveUIl.
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2. Click + Add Environment under Environments.
The Add Environment appears.

Add Environment X

Select Environment Type

Microsoft Azure :

Environment Name St s

Subscription ID

Tenant ID

Client ID

Client Secret

Show
Cancel

Figure 49: Add Environment Dialog Box
3. Select Microsoft Azure asthe environment type.
4. Complete the indicated fields and click Add.
a. Environment Name: Enter a name for the Azure environment.
b. Subscription ID: Enter your Azure subscription ID.
c. Tenant ID: Enter your Azuretenant ID.

d. Client ID: Enter the client ID of the Azure account.

If you do not have the Client ID and Secret, click the Create Azure Client ID/Secret? link for more details
on creating Azure Client ID and Secret.

e. Client Secret: Enter the value of the client secret.

Note: Client Secret refersto the value of the client secret in Azure and not the secret ID.

The environment is added to Move Ul and can be viewed inthe Environments list in the |eft pane of the Move
dashboard.

NUTANIDX Move | Azure to ESXi| 181



What to do next

You can add a Nutanix AOS cluster environment. For more information, refer to Adding a Nutanix AOS
Cluster Environment on page 39

Adding a Nutanix AOS Cluster Environment

While creating a migration plan, AHV AOS cluster can be added as both source or target. If you want to
use ESXi on Nutanix cluster as target, then add the corresponding AOS cluster environment for ESXi.

About this task

Note: When you add a AOS cluster, Move VM |P address with the subnet 255.255.255.255 is added to the global NFS
alowlist.

Caution: Modifying the NFS allowlist of the destination container disables inheritance of the NFS allowlist
at the global level and lead to issues with Move operations.

To add a Nutanix AOS cluster environment, do the following:
Procedure

1. Log onto the Move Ul.

2. Click + Add Environment under Environments.

Add Environment X

Enter Nutanix AHV/ESXi environment details that you want to migrate VMs
to. You can supply connection details for either Prism Element or Prism
Central.

Select Environment Type

Nutanix AOS

Environment Name

Nutanix Environment

User Name Password

Show

Cancel

Figure 50: Add AOS Environment Dialog Box

The Add Environment window appears.

3. Select Nutanix AOS asthetarget environment type.
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4. Complete the indicated fields and click Add.

a Environment Name: Enter aname for the NC2 on AWS and AHV or VMware ESXi on Nutanix
environment.

b. Nutanix Environment: Enter the IP address or the FQDN for the target Prism Central or Prism Element.
c. User Name: Enter the username for logging on to the target Nutanix environment.
d. Password: Enter the password for logging on to the target Nutanix environment.

5. (Only for ESXi to ESXi migration) Enter credentials for registered vCenter.

Enter credentials for registered vcenter(s)

Please enter credentials for registered vCenter(s). vCenter credentials are needed

Cancel

Figure 51: vCenter Credentials Dialog box

vCenter credentials are required to update the target VM properties for ESXi to ESXi on Nutanix migration.

Note:

e You can skip adding vCenter credentialsif your sourceis not ESXi.

e Toretain the VM properties on the target VM after migration, be sure to provide the target vCenter
credentials. The following properties will be retained:

e SCSI controller types

* Network adaptor type

* MAC address

* Video card

e Memory overcommit variables
» Tool upgrade flag

» Sync time with host flag

» Disable acceleration flag

e Enablelogging flag

The AOS environment is added to the Move Ul and can be viewed in the Environmentslist in the left pane of
the Move dashboard.
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What to do next

Once you have added the environments, you can proceed to create the migration plan. For more
information, refer to Creating a Migration Plan on page 42 or Creating a Migration Plan on page 84 or
Creating a Migration Plan on page 127 or Creating a Migration Plan (AWS to ESXi) on page 147 or
Creating a Migration Plan (ESXi to ESXi) on page 66 or Creating a Migration Plan (Hyper-V to ESXi) on
page 103 or Creating a Migration Plan (Azure to AHV) on page 171 or Creating a Migration Plan (Azure to
ESXi) on page 184

Creating a Migration Plan (Azure to ESXi)

You can create a migration plan to seed the data, cutover, and monitor the VMs. You can create the
migration plan in Move without initiating the cutover process.

About this task
Note:
e Thisprocedureisonly applicable for migration from Azure to ESXi.

e Onyour first logon, you can log on to Move with your defaults credentials.

» If you cancel or discard the migration till cutover state, the source VMs will be automatically cleaned up
if the Automatic preparation mode is selected. If the preparation mode selected is Manual, no cleanup
is performed by Move. However, you can perform manual cleanup.

For information on canceling an ongoing migration, see Pausing or Canceling a VM Migration on
page 257.

For information on performing manual cleanup, see Manual Cleanup for VM Migrations on
page 295.

To create a migration plan, do the following:
Procedure

1. Logontothe Move VM.
Select Migration Type window appears with the options - VM and Files.

2.  Select VM and click Continue.
Move dashboard for VM migration appears.

3. Onthe Move dashboard, click Create a Migration Plan.
Note: If you have existing migration plans, click the + New Migration Plan link to create a plan.
The Enter Migration Plan Name window appears.
4.  Enter the new migration plan name, and then click OK.
Note: You can edit the migration plan name by clicking the pencil icon next to the migration plan name.
The New Migration Plan window appears.
Note: You might at times see a message relating to inventory collection as shown below. During this time, the

environments undergoing refresh will not be available for selection. Such environments do not automatically
show up for selection once the inventory collection is over. In case you wish to select one of the environments
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undergoing refresh (not available for selection), you will need to select Cancel and wait for inventory collection
to get over, and then create the migration plan again.

o Source & Target Select VMs Network Configuration VM Preparation VM Settings Summary
Inventory collection is in progress for one or more environments. They will not be available for selection until the inventory collection is complete
Select Source
Select a Source

Select Target

Select a Target

Cancel

Figure 52: Inventory Collection Message
5. Complete the following fields, and then click Next.

a. Select a Source: Select any AWS source for migration.

b. Location: Select alocation from where you will migrate the VMs.

Only locations with VMs are available for selection.
C. Select a Target: Select the target for migrating the VMs.
d. Target Container: Select the container on which you will migrate the VMs.

6. Inthe Select VM s screen, select one or more VMs from the list. To add all the VM, click +Add All, and then
click Next.

Note: You cannot add more than 50 VMsin a single migration plan.

You can filter the VMs by namein the Filter bar. Y ou can also sort the VM types by selecting the appropriate
column.

Note: The VMs for which migration has failed are not displayed. To show the entire list of VMs, select All VMs
from the drop-down list. To show the configuration of VMs, select Configuration from the drop-down list. A

question mark icon appears beside an unavailable VM that displays more information about that VM and indicate
the reason of afailed VM migration.

Note: Migrated VMsretain their power state on the destination cluster.

The selected VMs are displayed in the sidebar.

7. Inthe Network Configuration screen, select the target network from the drop-down, and then click Next.
It might take some time to check the capacity on the target cluster for availability of resources for migration.
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8. IntheVM Preparation screen, select one of the following VM preparation modes.

»

»

»

Automatic. By default, this option is selected. Move automatically runs scripts on the source VMsto
prepare them for migration. Ensure that the Azure agent is running on the Azure VMs.

Manual. Move displays the VM preparation scripts for Windows and Linux VMs. Copy the scripts and
manually run them on the respective source VMs, and then click Next.

Note: These scripts prepare the instance by performing the NTNX VirtlO driver installation.

Mixed. Move alows you to select the VM preparation mode for each VM. This setting allows you to
manually prepare one set of VMs and automatically prepare another set of VMs in the same migration plan.
If you want to have such a hybrid combination of Automatic and Manual VM preparation modes, proceed
to the next step.

Note: The preparation mode automatically switchesto Mixed if you change the mode of preparation for a set
of VMs under Change Settings and have amix of Automatic and Manual VM preparation modes. Y ou
cannot manually select the Custom option from the Preparation Mode drop-down list.

9. IntheOverrideindividual VM Preparation section, click Change Settings to override settings for the
individual VMs. Y ou can edit the VM preparation credentials, remove VMs, or update the VM preparation
mode.

Note: If you change the Mode of Preparation to Manual for aVM, then copy the new generated scripts of
that specific VM and run them on the source VM.

Access the newly generated VM preparation script for that VMM by selecting the Copy Scriptsicon
under the Actions column.

After making the required changes, click Done.
Then, click Next.

10. Inthe VM Settings screen, do one or more of the settings, and then click Next.

a

VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

Timezone: Set the timezone as the hardware clock of the VMs in target.

If set to default, Move configures UTC timezones for Linux VMs and cluster timezones for Windows VMs.
Category Settings (Optional): Select the categories to which the target VM(s) should be assigned.
Only those categories which have values are available for selection.

Skip CDROM addition on target VMs: Select this check box to skip the CDROM addition on the target
VMs.

Settings for individual VMs: Click Change Settings to configure settings such as timezone, VM
priority, and skip CDROM addition for individual VMs. Y ou can also search the VM by typing the name of
the VM and change the settings.

Schedule Data Seeding: Check this check box to select the date and time for migration.
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11. Inthe Summary screen, choose one of the following, and then proceed to review the VM migration summary.

» Back: To edit the information, click this option.

» Save: To save the migration plan, click this option.

For more information about how to start the migration later, and check the migrated VM status and details,
refer to Environments and Migration Plan Management on page 259.

» Save and Start: Click this option to save the migration plan and begin the migration immediately

The seeding process for migration begins. Y ou can monitor this information by selecting Status for the
migration plan.

Note: The seeding process can take several minutes depending on the number of VMs.

What to do next

If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover on page 174

Performing a Migration Cutover

When the migration plan is started and the seeding process is complete, you can cut over the selected
VMs in the AHV cluster. You can monitor the VM migration progress by clicking the Status link.

About this task
Note:

* You can perform this operation only when the VM status is Ready to Cutover.
» Recommended that cutover should be performed within one week of initial data seeding.

e |f theinitial data seeding finishesin less than 10 minutes, Move continues to wait for 10 minutes to take
the incremental snapshot; however, you can trigger the cutover immediately.

» The cutover process increments in absolute numbers.
To perform a migration cutover, do the following:
Procedure

1. Inthe Move Ul, click the Ready to Cutover statusto display thelist of available VMs.

2. To perform the cutover, select the VMs or group of VMs.
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3. Click Cutover.
The cutover process performs the following VM actions.
e Shuts down the instance
e Takesthefina snapshots for the instance and copying the final changesto AHV
e CreatesaVM inthetarget AHV cluster
« Attachesthereplicated drivesto the VM

* Powerson or off the VM (depends on the initial power state)
The cutover process begins immediately and might take afew minutes. Once cutover is complete, the VM is ready
for usein the new AHV cluster.

What to do next

You can manage the migration plan once the migration plan is ready. For more information, refer to
Environments and Migration Plan Management on page 259
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AHV TO AHV, AHV TO NC2, NC2 TO AHYV,
AND NC2 (AZURE) TO NC2 (AZURE)

Y ou can perform the following VM migrations using Move:

e AHV to AHV

e AHV to NC2 (on AWS/Azure)

*« NC2(on AWS/Azure) to AHV

e NC2 (on Azure) to NC2 (on Azure)

Note:

* For migration from any source (AHV, ESXi, Hyper-V, and AWS) to AHV target and from any
source (ESXi, Hyper-V, and AWS) to Nutanix Cloud Clusters (NC2) on AWS target, Move should be
deployed on the same destination target cluster where the VMs need to be migrated. Move appliance
is recommended to be deployed on the target cluster (AHV). However, Move can be deployed on the
source (AHV) side for either of the following:

e Your source and target are across geographical locations.
e Thelatency between your source and target is more than 200ms.

* For NC2 on AWS, static | P retention is not enabled by defaullt.

Nutanix Guest Tools (NGT) behaviour
The following list details the behaviour of Nutanix Guest Tools (NGT) for migrations:

e NGT will be enabled on the migrated VM only if the source VM has it enabled before migration.

* |f theskip CD-ROM option is selected during migration, then NGT will not be enabled on the target VM.

e |f the source VM does not have a CDROM, then NGT will not be enabled in the target VM.

« |f thetarget cluster does not have virtual |P address configured, then the migrated VM will not have NGT enabled.
e Movewill only enable NGT on the migrated VM. It does not change the NGT version on the target VM.

* NGT will not be enabled on the target VM if thereis an issuein the target VM network (ENG-472608).

Migration Considerations
Y ou must consider the qualified guest operating systems, requirements, recommendations, unsupported features, and
limitations provided in this section before starting the migration process.

Qualified Guest Operating Systems

Move supports two ways to migrate aVVM from one AHV cluster to another: full migration support and data-only
support. Unless otherwise specified, Nutanix has qualified the following 64-bit guest operating system versions.

Full migration support migrates the data, prepares the operating system with the scripts for retaining the | P addresses,
and recreates the VM on atarget cluster. For full migration support in Windows, the UAC must be disabled.

Caution: During full migration, UAC enabled on a Windows guest breaks the workflow of Move if a built-in local
administrator user is not used for migration.
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If UAC is enabled or automatic VM preparation fails for certain VMs, you can choose to use manual
preparation to prepare such VMs.

Data-Only support migrates the data and recreates the VM on the target. The following lists shows the qualified
supported guest operating systems.

For more information about the supported operating systems for the VMs created using UEFI firmware, refer to
Compatibility and Interoperability Matrix. It also indicates whether an operating system is community-supported,
legacy, or deprecated on AHV.

Note: Either Windows 7 or Windows Server 2008 R2 and earlier versions are not supported with UEFI on AHV.

Qualified Guest Operating Systems

e Ubuntu Server 14.04, 18.04, 20.04

+ Cent0S75,83

+ SUSE12

e SUSELinux 15

e RHEL 85

e Windows Desktop 10

e Windows Server 2012 R2 DC, 2016 DC, 2019 DC, 2022
* OracleLinux 7.5,84,9.1

Note: If you face kernel panic issue on Oracle Linux versions after migration to AHV, then refer and apply the KB
article 000004604 for these Oracle Linux VMs.

Data-Only Support
Any guest operating system can be migrated with data-only option. Ensure that it is supported by the target cluster.

Support for UEFI Enabled VMs Migration

Move supports the migration of UEFI-enabled VMs. This topic provides the list of qualified guest operating
systems.

Note: Ensure that the target cluster supports the UEFI VMs.

Table 17: Qualified Operating Systems

Operating systems
Windows Server 2016
Cent0OS 7.4

SUSE 12 SP5

Support for UEFI with Secure Boot Enabled VMs
Move supports UEFI with secure boot enabled VMs.
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Table 18: Qualified Guest Operating Systems

Operating systems
Windows Server 2019, 2022
Cent0S 7.3, 8.4

RHEL 7.7

Oracle Linux 9.1

Requirements

Before attempting to migrate VMs running on AHV using Move, make sure to conform to the requirements
listed here.

General Requirements

Ensure to conform to the following requirements for the migration:

e Supported browser - Google Chrome.

» Ensureyou have PowerShell version 4.0 or later.

» For Windows source VMs, ensure to disable UAC for Windows administrator user.
e AHV should support V3 API for migrations.

» Network Security Services (NSS) 3.44 isrequired for Linux VMs.

« Beforeyouinitiate a migration, ensure to disable backups.

For data-only migration, Move does not perform any operation on the operating system. Hence, thereisno
reguirement for the guest operating system.

Prerequisites for Linux guest VMs:

* Thecredentials provided must have root or sudo user permission.

e Guest VM should have curl utility installed.

Requirements for Modules or Drivers
Make sure that the following modules and drivers are installed in Windows, Linux, and AHV VMs.

For Windows:

« Enable WinRM for automatic preparation.

Ensure to enable the following inbound and outbound ports using TCP protocol for the Windows Remote
Management (WinRM) feature to work.

*  WIinRM-HTTPS: 5986
*  WIinRM-HTTP: 5985
* RDP: 3389 (only for inbound)
e SSH: 22
e Install Nutanix Guest Tools (NGT) for automatic preparation

For Linux:

e Install Nutanix Guest Tools (NGT) for automatic preparation
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» SSH should be enabled with root user privilege for automatic preparation

Service Accounts

For successful migration of VMs, Move requires either of the following to run the source VM preparation scripts:
* Anadministrator for Windows source VMs
e A oot for Linux source VMs

Qualified Metrics
The section lists the qualified metrics for the migration.

The following metrics are qualified for migration:

e Migration of 100 VMswhere each VM has 2 disksin a single migration plan.
e« 3.5TB VM migration.

e 100 VMsmigration in asingle migration plan.

Unsupported Features
This topic lists the unsupported features for the migration.

« Move uses lift-and-shift migration. If the source guest operating system, its features, and its configuration are
supported by the target cluster, VM can be migrated by Move. In case of incompatibility between the guest VM
and the target cluster, VM may not work after migration to the target.

For more information about supported guest operating systems on AHV, refer to Compatibility and
Interoperability Matrix.

e VMswith volume groups attached.
* GenlD and BIOS ID will not be retained.
* Migration of AHV-Native VMs such as File Server VMs and Objects VMsiis not supported/qualified in Move.

Limitations
The section lists the limitations for the migration.

Migration Limitations

The support for migration is constrained by the following:

» After migration, Windows VMs with connected NICs only will retain their | P address. Those with disconnected
NICswill not retain their |P address.

« Migration of a source VM which isin aVPC-based network is not supported.
e (For AHV to NC2) Retention of static IP addressis not supported for VM migrations.

Creating a Migration Plan

You can create a migration plan to seed the data, cutover, and monitor the VMs. You can create the
migration plan in Move Ul without initiating the cutover process.

Before you begin
Ensure that you have added the source and target AOS environments.

For more information, refer to Adding a Nutanix AOS Cluster Environment on page 39
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About this task

Note:
e Thisprocedure is applicable for the following migrations only:

e AHV to AHV
e AHV to NC2 (on AWS/Azure)
e NC2 (on AWS/Azure) to AHV
e NC2 (on Azure) to NC2 (on Azure)
e If you arelogging in for thefirst time, log on to the Move Ul with your default credentials.
e You must have admin user credentials to complete the migration process.
« |f you restart the management server, scheduled VM migration does not begin automatically.

e While migrating Prism Central VM, the DHCP I P address of the Prism Central VM is not retained post
migration, and you have to reconfigure the | P address. | P address must be same before and after the
migration for proper connectivity between the Prism Central and the Prism Element.

» If you cancel or discard the migration till cutover state, the source VMs will be automatically cleaned up
if the Automatic preparation mode is selected. If the preparation mode selected is Manual, no cleanup

is performed by Move. However, you can perform manual cleanup.

For information on canceling an ongoing migration, see Pausing or Canceling a VM Migration on
page 257.

For information on performing manual cleanup, see Manual Cleanup for VM Migrations on
page 295.

To create a migration plan, do the following:

Procedure
1. Logontothe Move VM.
Select Migration Type window appears with the options - VM and Files.
2. Select VM and click Continue.
Move dashboard for VM migration appears.
3. Onthe Move dashboard, click Create a Migration Plan.
Note: If you have existing migration plans, click the + New Migration Plan link to create a plan.
The Enter Migration Plan Name window appears.
4.  Enter the new migration plan name, and then click OK.

NUTANIXX

Note: You can edit the migration plan name by clicking the pencil icon next to the migration plan name.

The New Migration Plan window appears.

Move | AHV to AHV, AHV to NC2, NC2 to AHV, and NC2 (Azure) to NC2 (Azure) | 193



5. Complete the following fields, and then click Next.

a. Select a Source: Select any AHV source for
Select Source

Select a Source

10.4617.224

Select Cluster
auto_cluster_prod_aketi_pushkaram_4ffd5fd27bf6
migration.

If you select Prism Central |P address, anew field Select Cluster appears to select any cluster of that PC.
Once you select the source, an appropriate target appears.

Note: You might at times see a message relating to inventory collection as shown below. During this

time, the environments undergoing Refresh will not be available for selection. Such environments do not
automatically show up for selection once the inventory collection is over. In case you wish to select one of the
environments undergoing Refresh (not available for selection), you will need to select Cancel and wait for
inventory collection to get over and then create the migration plan again.

o Source & Target Select VMs Network Configuration VM Preparation VM Settings Summary
Inventory collection is in progress for one or more environments. They will not be available for selection until the inventory collection is complete

Select Source

Select a Source

Select Target

Select a Target

Cancel

Figure 53: Inventory Collection Message
b. Select a Target: Select the target AHV cluster for the migrating VMs.

c. Target Project (optional): Select the project you want as the target.
Thisfield isavailable only with Prism Central.

d. Target Owners: Select the ownersfor the selected target project.
Thisfield isavailable only when atarget project is selected.

e. Target Cluster: Select the cluster on which you will migrate the VMs.

f. Target Containers: Select the container to which you are migrating the VMs.
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6. Inthe Select VM s screen, select one or more VMs from thelist. To add all the VM, click +Add All, and then
click Next.

Note:

e You cannot add more than 50 VMsin asingle migration plan.

» Migration of VMs which have NIC(s) attached to VPCsis not supported.

You can filter the VMs by namein the Filter bar. Y ou can also sort the VM types by selecting the appropriate
column.
Note: The VMs for which migration has failed are not displayed. To show the entire list of VMs, select All VMs
from the drop-down list. To show the configuration of VMs, select Configuration from the drop-down list. A

question mark icon appears beside an unavailable VM that displays more information about that VM and indicate
the reason of afailed VM migration.

Note: Migrate VMsretain their power state on the destination cluster.
The selected VMs are displayed in the sidebar.

7. Inthe Network Configuration screen, select the target network from the drop-down.

» [Applicable only if Prism Central is used] Move provides the option to select VPC-based or VLAN-based
target subnets. Based on the selection of aVPC or VLAN ID as the target network, the respective subnets are
listed in the target subnet drop-down menu. Select the required subnet from the drop-down menu.

Note: Overlay subnets which do not have | P address pool(s) associated will be disabled in the subnet drop-
down menu.

Click Next.
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8. IntheVM Preparation screen, select one of the following VM preparation modes.
Note: Applicableto AHV to NC2 migration only.

e You can skip the VM preparation options.

» (For automatic preparation mode) Ignore the warning from Move to enter the login credentials.

» Automatic. Move automatically runs scripts on the source VMs to prepare them for migration. Provide the
credentials of the source VMs under Windows VMs or Linux VMs, depending on the type of the source
VM.

Note:
e For Windows VMs, Move supports only username-password sign-in option for authentication.
It does not support username-PIN sign-in option.

» Currently, the default location where the preparation scripts are stored is the /tmp folder.

If the /tmp folder is mounted as noexec, then Move will fallback to the /var/tmp folder. If the/
var/tmp folder is also mounted as noexec, then Move will fallback to the /usr/tmp folder.

For more information, refer to Automatic VM Preparation on page 198.

» Manual. Move displays the VM preparation scripts for Windows and Linux VMs. To manually download
and run the migration preparation software, select this option, and then run the scripts provided in the VM
Preparation screen on the respective source VMs.

Note: Ensureto runthe VM preparation script on all selected VMs. If not, Move will only migrate VM data.
All operating system configuration options will be bypassed.

» Mixed. Move alows you to select the VM preparation mode for each VM. This setting allows you to
prepare one set of VMs manually and prepare another set of VMs automatically in the same migration plan.
If you want to have such a hybrid combination of Automatic and Manual VM preparation modes, proceed
to the step 8.

Note: The preparation mode automatically switchesto Mixed if you change the mode of preparation for a set
of VMs under Change Settings and have amix of Automatic and Manual VM preparation modes. Y ou
cannot manually select the Custom option from the Preparation Mode drop-down list.

9. IntheOverrideindividual VM Preparation section, click Change Settings to override the Guest
Operations settings (configured in the above steps) for the individual VMSs. Y ou can also edit the VM
preparation credentials, remove VMs, or update the VM preparation mode.

Note: If you do any of the following for a VM, then copy the new generated scripts of that specific VM and run
them on the source VM:

* Changethe Mode of Preparation of aVM to Manual.

» Change any of the guest operation settings of a VM with the preparation mode set to Manual (an
icon appears next to the VM Name prompting to regenerate a new guest script).

Access the newly generated VM preparation script for that VM by selecting the Copy Scriptsicon
under the Actions column.

After making the required changes, click Done.
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10. (Optional) Inthe VM Settings screen, do one or more of the settings, and then click Next.

a VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

b. Category Settings (Optional): Select the categories to which the target VM(s) should be assigned.

Only those categories which have values are available for selection.

c. VM Migration Type: Select one of the following VM migration types.

At the VM level, some of the target VM properties can be customized manually after the migration planis
created. For information on manually customizing the target VM configuration, refer to Customizing the
Target VM Configuration on page 255.

* Configure Target VM Properties: The target VM synchronizes with the source VM properties at the
time of migration plan creation. Selecting this option allows you to edit the target VM properties at the
VM leve (during migration). For information on editing the target VM properties, refer to Customizing
the Target VM Configuration on page 255.

Note: Atthe VM level, only the following properties can be edited:

e Target VM name

e Number of vCPUs

e Number of cores per vCPU
e Memory

* Power state

* Retain Source VM Properties: Thetarget VM synchronizes with the source VM properties whenever
Move refreshes the source VM configuration details. Only the customizable properties are refreshed on
the target. Selecting this option does not allow you to edit the target VM properties at the VM level.

Note:
* Thesource VM properties are refreshed in the following ways.

e (Manualy) When you click the Refresh Source VM Properties button.
e (Automatically) When you start a migration plan.
* (Automatically) When you initiate a cutover.

e When you start a migration plan, Move refreshes both source VM and target VM properties by
default. However, it will not refresh the target VM properties at the start of a migration plan if
you modified the target VM properties after migration plan creation.

d. Settings for Individual VMs: Click Change Settings to configure settings such as Instance Type

settings and VM priority for individual VMs.

e. Schedule Data Seeding: Select this checkbox to select the date and time for migration.
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11. Inthe Summary screen, choose one of the following, and then proceed to review the VM migration summary.

» Back: To edit the information, click this option.

» Save: To save the migration plan, click this option.

For more information about how to start the migration later, and check the migrated VM status and details,
refer to Environments and Migration Plan Management on page 259.

» Save and Start: Click this option to save the migration plan and begin the migration immediately

Once you save and proceed, the seeding process for migration begins.

Note: This process takes some time.

Note: The seeding process can take several minutes depending on the number of VMs.

What to do next

* To customize the target VM configuration at the VM level, refer to Customizing the Target VM Configuration
on page 255.

» If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover on page 201.

Automatic VM Preparation
You can automate the guest VM preparation.

About this task
Note:

» Before automatic Windows VM preparation, enable WinRM and enable the ports.

e Automatic VM preparation does not work with the Windows domain account. Use the Windows built-in
administrator credentials for the Windows VMs.

To automatically prepare the VMs, do the following:
Procedure

1. Inthe Preparation Mode drop-down, select Automatic.

2. Inthe Credentialsfor Source VM s section, enter the user name and password for the guest VMsto allow Move
to install the necessary drivers.

3. (Optional) Inthe VM Preparation screen, do the following, and then click Next.

a IntheOverride individual VM Preparation section, click Change Settings to override the same
settings for the individual VMSs. Y ou can update the VM preparation credentials of the VMs, remove VMs, or
update the VM preparation mode.
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4. (Optiond) Inthe VM Settings screen, do one or more of the settings, and then click Next.

a. VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

b. Category Settings (Optional): Select the categories to which the target VM(s) should be assigned.
Only those categories which have values are available for selection.

c. Settings for Individual VMs: Click Change Settings to configure settings such as Instance Type settings
and VM priority for individual VMs.

d. Schedule Data Seeding: Select this checkbox to select the date and time for migration.

The credentials of VMs are validated. Once the validation is successful, the Guest Tools are downloaded and
installed in all the VMs of the migration plan. Then, the VMs are validated for readiness.

Note: If the validation of credentials or Guest Tools installation fails, you can update the credentials or remove the
VM from the migration plan and proceed by clicking Next.

What to do next

If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover on page 201

Enabling WinRM
You need to enable WinRM to install the Guest Tools on AHV VMs.
Before you begin

Ensure that the ingress ports 5985 and 5986 are enabled.

About this task
Note: This method is a prerequisite for Automatic VM preparation to work with Windows source VMs.

To enable WinRM.
Procedure

1. Open PowerShell in Windows VM.

2. Run the script to enable WinRM on AHV VMs.

> wi nrm qui ckconfig -q

Wi nrm set winrm config/winrs '@ MxMenoryPer Shel | MB="300"}"
wi nrm set winrm config '@ MaxTi neout ns="1800000"}"

wi nrm set winrm config/service ' @Al | omUnencrypted="true"}"
winrm set wi nrm config/servicel/auth ' @Basi c="true"}'

netsh advfirewal | firewall add rul e name="W nRM 5985" protocol =TCP dir=in
| ocal port=5985 acti on=al | ow

netsh advfirewal | firewall add rul e name="W nRM 5986" protocol =TCP dir=in
| ocal port=5986 acti on=al | ow

net stop winrm

cnd /c 'sc config winrmstart= auto'
net start winrm
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3. Run the script to enable Secure Sockets Layer (SSL).

> $c = New Sel f Si gnedCertificate -DnsNane "$(hostnanme)" -CertStorelLocation cert:

\ Local Machi ne\ My
winrm create w nrm confi g/Listener?Addr ess=*+Tr anspor t =HTTPS
" @ Host nane=""$(host nane) " "; CertificateThunbprint=""%$($c. ThunbPrint) "}"

Performing Data-Only Migration

Move performs data-only migration when you select Automatic preparation mode while creating a
migration plan, and bypass the guest operations or does not provide the source VM credentials while
preparing a migration plan. Or when you select Manual preparation mode while creating a migration plan,
and do not run the preparation script in the source VMs. In data-only migration, Move skips the source VM
guest operating system preparation tasks which includes copying of the scripts to retain the IP address.

About this task
Note: Data-only migration is only supported for the following migrations:

* From ESXi to AHV and ESXi to NC2 on AWS

e From Hyper-V to AHV and Hyper-V to NC2 on AWS
* From Hyper-V to ESXi

e From AHV to AHV

To perform data-only migration, do the following:
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Procedure

1. Inthe VM Preparation screen, if you select Automatic, then proceed without providing the credentials for the
source VMs or select the Bypass Guest Operations on Source VMs check box or if you select Manual, do
not run the preparation script in the source VMs.

The following message appears when the Automatic preparation mode is selected,

OS Credentials

1 Guest VMs do not have operating system

credentials.

Once you proceed, Move will only migrate the VMs data
and create VM in the target environment. The Guest
operations on the VMs will be bypgssed. Please provide
credentials for the VMs in case you don't want to bypass
the guest operations.

Don't Proceed

Figure 54: OS Credentials Dialog Box

2. Click Continue.
Move migrates the VMs data and createsa VM in the target, and bypasses the operating system operations.

Performing a Migration Cutover

When the migration plan is started and the seeding process is complete, you can cutover the selected VMs
to the AHV cluster. You can monitor the VM migration progress by clicking the Status link.

About this task

Note:

* You can perform this operation only when the VM statusis Ready to Cutover.
» Recommended that cutover should be performed within one week of initial data seeding.

e |f theinitial data seeding finishesin less than 10 minutes, the Move VM continues to wait for 10
minutes to take the incremental snapshot; however, you can trigger the cutover immediately.

» The cutover processincrements in absolute numbers.

To perform the migration cutover, do the following:
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Procedure

1. Inthe Move Ul, click the Ready to Cutover statusto display thelist of available VMs.
2. To perform acutover, select the VMs or group of VMSs.

3. Click Cutover.
The cutover process performs the following VM actions.
e Shutsdown the VM
e Takesthefinal snapshots for the VM and copying the final changesto AHV
e Addsanoteinthe VM inthe AHV cluster
» Disconnects the source VM network interfaces
e CreatesaVM inthetarget AHV cluster
e Attachesthereplicated disksto the VM
e Powerson or off the VM (depends on the initial power state)
* Runsthe scripts to set the static |P address

The cutover process begins immediately and takes a few minutes. Once cutover is complete, the VM isready for
useinthe new AHV cluster.

What to do next

You can manage the migration plan once the migration plan is ready. For more information, refer to
Environments and Migration Plan Management on page 259
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AHV TO AWS

To provide you the flexibility to migrate some workloads between private and public cloud, Move has introduced
AHV to AWS migration. Y ou can now prepare and migrate AHV VMsto AWS by using Move.

Migration Considerations

Y ou must consider the supported guest operating systems, requirements, recommendations, unsupported features, and
limitations provided in this section before starting the migration process.

Supported Guest Operating Systems (AHV to AWS)

Move supports some common operating systems. Unless otherwise specified, Nutanix has qualified the following 64-
bit guest operating system versions.

Fully Supported

Windows Server 2012 R2, 2016, 2019, 2022
RHEL 6.8-6.10, 7.3-7.5

Cent0S 6.8-6.10, 7.3-7.5

Ubuntu 14.04, 16.04, 18.04

Requirements (AHV to AWS)

Before attempting to migrate VMs running on AHV using Move, make sure to conform to the requirements
listed here.

General Requirements

Ensure to conform to the following requirements for AHV to AWS migration.

Supported browser: Google Chrome
Ensure you have PowerShell version 4.0 or later.

Ensure TCP 443 connection to AWS endpoint for operationsin AWS.

For Windows source VM, ensure to disable UAC for Windows administrator user.

AHV should support V3 API for AHV to AWS migrations.
Network Security Services (NSS) 3.44 isrequired for Linux VMs.

Before you initiate a migration, ensure to disable backups.

Prerequisites for Linux guest VMs:

SSH service should be up and running.
The credentials provided must have root or sudo user permission.

Guest VM should have curl utility installed.

Requirements for Modules or Drivers

Make sure that the following modules and drivers are installed in Windows, Linux, and AWS VMs.

For Windows;
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» Enable WinRM for automatic preparation.

Ensure to enable the following inbound and outbound ports using TCP protocol for the Windows Remote
Management (WinRM) feature to work.

*  WinRM-HTTPS: 5986

*  WIinRM-HTTP: 5985

« RDP: 3389 (only for inbound)

e SSH: 22

e Install Nutanix Guest Tools (NGT)

For Linux:

e Install Linux-AWS for Ubuntu 14.04, 16.04, 18.04 (apt-get install linux-aws)

e Install Nutanix Guest Tools (NGT)

» SSH should be enabled with root user privilege for automatic preparation

AWS

e The AWS account provided while adding an AWS target must have the set of permissions as provided in the
following JSON to do end-to-end migration.

{

"Versio

n":

"2012-10-17",

"Statement": [

{
"Si

d":

"Vi sual Edi t or 0",

"Effect": "Al ow',

"Action": [
"iam Si mul at ePri nci pal Policy",
"iam Get User",
"ec2

"ssm Descri bel nst ancel nf or mati on",

"ec2

"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ebs:
"ebs:
"ebs:
"ebs:
"ec2:
"ec2:
"ec2:

]
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:*Descri be*",

i *KeyPair*",

Runl nst ances",

Ter m nat el nst ances",
St opl nst ances",
Startl nstances",

Cr eat eVol une",

Del et eVol une",

At t achVol une",

Det achVol une",

Cr eat eTags",

Del et eTags",

Modi fyl nst anceAttri bute",
Li st Snapshot Bl ocks",
St art Snapshot ",

Put Snapshot Bl ock",
Conpl et eShapshot ",
Del et eSnapshot ",

Regi st er | mage",

Der egi st er | nage"

Resource": "*"

Move | AHV to AWS | 204



* The AWS account provided while adding AWS as both source and target must have the set of permissions as

provided in the following JSON to do end-to-end migration.

{

"Ver si on":
" St at enent
{
"Sid":
"Ef f ect
"Action

"2012-10-17"

|

"Vi sual Edi t or 0",

" Al ow',
Il: [

"iam Si nmul at ePri nci pal Pol i cy",

"iam
"ec2:

Cet User ",
*Descri be*",

"ssm Descri bel nst ancel nf or mati on",
"ssm SendCommand”,
"ssm Get Commandl nvocati on",
Cr eat eSnapshot s",
Del et eSnapshot ",
St opl nst ances”,
Start | nst ances",

"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ebs:
"ebs:
"ebs:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ec2:
"ebs:
"ebs:
"ebs:
"ec2:
"ec2:
1.
" Resour
}
]
}

* Move should have al the permissions listed above for the following regions.

Cr eat eTags",
Del et eTags",

Li st Snapshot Bl ocks",

Li st ChangedBl ocks",
Get Snapshot Bl ock",

*KeyPai r*",

Runl nst ances",

Ter mi nat el nst ances",

Cr eat eVol une",
Del et eVol une",
At t achVol une",
Det achVol une",
Modi fyl nstanceAttri bute",
St ar t Snapshot ",

Put Snapshot Bl ock",
Conpl et eSnapshot ",

Regi st er | mage",
Der egi st er | nage"

ce": "

Note: There can be restrictions for certain regions. For more information, refer to the next point.

"af - sout h- 1"
"ap- east - 1"

"ap- nort heast
"ap- nort heast
"ap- nort heast
"ap- sout h-1"
"ap- sout h- 2"
"ap- sout heast
"ap- sout heast
"ap- sout heast
"ap- sout heast

"ca-central - 1"
"eu-central -1"
"eu-central -2"
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/1 Africa (Cape

Il Asia
-1" /] Asia
-2" /] Asia
-3" /] Asia

Il Asia

Il Asia
-1" /] Asia
-2" /] Asia
-3" /] Asia
-4" || Asia

Paci fi
Paci fi
Paci fi
Paci fi
Paci fi
Paci fi
Paci fi
Paci fi
Paci fi
Paci fi

Cc
Cc
Cc
Cc
Cc
Cc
Cc
Cc
Cc

Cc

Town) .

(Hong Kong) .

(Tokyo) .
(Seoul ).
(Csaka) .
(Munbai ) .

(Hyder abad) .
( Si ngapore).

(Sydney) .
(Jakarta).

(Mel bour ne) .
/1 Canada (Central).

/1 Europe (Frankfurt).

/1 Europe (Zurich).
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"eu-north-1" /1 Europe (Stockholm.

"eu-sout h-1" /1 Europe (MIlan).

"eu- sout h- 2" /1 Europe (Spain).

"eu-west - 1" /1 Europe (Irel and).

"eu- west - 2" /1 Europe (London).

"eu- west - 3" /1 Europe (Paris).
"me-central - 1" /1 Mddl e East (UAE).

"me- sout h- 1" /1 Mddl e East (Bahrain).
"sa-east- 1" [/l South America (Sao Paul 0).
"us-east- 1" /1 US East (N Virginia).
"us- east - 2" /1 US East (Chio).

"us-west - 1" /1 US West (N. California).
"us-west - 2" /1 US West (Oregon).

» Policies needed for explicit deny by region:

Move should always have the following permissions for the region us- east - 1:

* iam Get User
e jiam Si mul atePrinci pal Policy
Examples of the JSON are provided below.

When restricting access to specific regions, the AWS account provided while adding an AWS target must have the
set of permissions as provided in the following JSON to do end-to-end migration.

{
"Version": "2012-10-17",

"Statement": [
{

"Sid": "Visual Editor0",

"Effect": "Al ow',

"Action": [
"iam Si mul at ePri nci pal Policy",
"iam Get User",
"ec2: *Descri be*",
"ssm Descri bel nst ancel nf or mati on",
"ec2: *KeyPair*",
"ec2: Runl nst ances",
"ec2: Ter m nat el nst ances",
"ec2: St opl nst ances",
"ec2: Startl nstances",
"ec2: Cr eat eVol une",
"ec2: Del et eVol une",
"ec2: Att achVol une",
"ec2: Det achVol une",
"ec2: CreateTags",
"ec2: Del et eTags",
"ec2: Mbdi fyl nstanceAttri bute",
"ebs: Li st Snapshot Bl ocks",
"ebs: St art Snapshot ",
"ebs: Put Snapshot Bl ock",
"ebs: Conpl et eSnapshot ",
"ec2: Del et eSnapshot ",
"ec2: Regi sterl mage",
"ec2: Der egi st erl nage"

I,

"Resource": "*",

"Condition": {
"StringEqual s": {

"aws: Request edRegi on": [
" <AWS- REG ON- 1>",
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}
}
{

" <AWS- REG ON- 2>",

"Sid": "Visual Editor1",
"Effect": "Allow',
"Action": |

1,

i am Get User",
i am Si nul at ePri nci pal Pol i cy"

"Resource": "*",
"Condition": {

StringEqual s": {
"aws: Request edRegi on": [
"us-east-1",
" <AW5- REG ON- 1>",
" <AW5- REG ON- 2>",

When restricting access to specific regions, the AWS account provided while adding AWS as source and target
must have the set of permissions as provided in the following JSON to do end-to-end migration.

{

"Version": "2012-10-17",
"Statement": [

{
"Si
" Ef

d": "Visual Edi tor0",
fect": "Alow',

"Action": |
"iam Si nmul at ePri nci pal Pol i cy",
"i am Get User",
"ec2: *Descri be*",
"ssm Descri bel nst ancel nf or nati on",
"ssm SendCommand",
"ssm Get Conmandl nvocati on",
"ec2: Cr eat eSnapshot s",
"ec2: Del et eSnapshot ",
"ec2: St opl nst ances",
"ec2: Startlnstances"”,
"ec2: CreateTags",
"ec2: Del et eTags",
"ebs: Li st Snapshot Bl ocks",
"ebs: Li st ChangedBl ocks",
"ebs: Get Snapshot Bl ock",
"ec2: *KeyPair*",
"ec2: Runl nst ances",
"ec2: Ter m nat el nst ances",
"ec2: Cr eat eVol une",
"ec2: Del et eVol une",
"ec2: AttachVol une",
"ec2: Det achVol une",
"ec2: Modi fyl nstanceAttri bute",
"ebs: St art Snapshot ",
"ebs: Put Snapshot Bl ock",
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"ebs: Conpl et eSnapshot ",
"ec2: Regi sterl mage",
"ec2: Der egi st erl mage"
IF
"Resource": "*",
"Condition": {
"StringEqual s": {
"aws: Request edRegi on": [
" <AW5- REG ON- 1>",
" <AW5- REG ON- 2>",

}
b
{
"Sid": "Visual Editor1",

"Effect": "Allow',
"Action": |
"iam Get User",
"iam Si nmul at ePri nci pal Pol i cy"
IF
"Resource": "*",
"Condition": {
"StringEqual s": {
"aws: Request edRegi on": [
"us-east-1",
" <AW5- REG ON- 1>",
" <AW5- REG ON- 2>",

» Policies needed for explicit deny by |IP address/CIDR:

When restricting access using |P address/CIDR, the AWS account provided while adding an AWS target must
have the set of permissions as provided in the following JSON to do end-to-end migration.

Thisfollowing JSON is an example. Update the JISON as necessary based on the security policiesin your
organization.

{
"Version": "2012-10-17",

"Statement": [
{

"Sid": "AwsTgt PermsWthRestrictedl p”,

"Effect": "Allow',

"Action": [
"iam Si mul at ePri nci pal Pol i cy",
"iam Get User",
"ec2: *Descri be*",
"ssm Descri bel nst ancel nf or mati on",
"ec2: *KeyPair*",
"ec2: Runl nst ances",
"ec2: Ter m nat el nst ances",
"ec2: St opl nst ances",
"ec2: CreateSecurityG oup",
"ec2: Aut hori zeSecurityG oupEgress”,
"ec2: Aut hori zeSecurityG oupl ngress”,
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"ec2: Startlnstances"”,
"ec2: Creat eVol une",

"ec2: Del et eVol une",

"ec2: AttachVol une",

"ec2: Det achVol une",

"ec2: CreateTags",

"ec2: Del et eTags",

"ec2: Mobdi fyl nstanceAttri bute",
"ebs: Li st Snapshot Bl ocks",
"ebs: St art Snapshot ",
"ebs: Put Snapshot Bl ock",
"ebs: Conpl et eSnapshot ",
"ec2: Del et eSnapshot ",
"ec2: Regi sterl mage",
"ec2: Der egi st erl nage"

1,

"Resource": "*",
"Condition": {
"l pAddress": {

"aws: Sourcel p": [
" <Cl DR- BLOCK- 1>",
" <Cl DR- BLOCK- 2>",

]

b
"Bool ": {
"aws: Vi aAWsSer vi ce": "fal se"
}
}
}
]
}
Note:

e A CIDR block isagroup of |P addresses that share the same network prefix and have the same
number of bits.

Example: 192. 168. x. x/ 29

* Intheabove JSON, replace <Cl DR- BLOCK- x> with the appropriate CIDR block.

* No explicit deny policies should be defined for the account.

Explicit deny policies restrict access to AWS based on various parameters such as source | P address, VPC, VPC
endpoint, and so on. For example, explicit deny for source IP address denies access to AWS when a request comes
from an | P address outside the specified range.

Service Accounts

For successful migration of VMsfrom AHV to AWS, Move requires the following.

¢ Prism Element for the AHV cluster

e Anadministrator for Windows source VMs or aroot for Linux source VMs to run the source VM preparation
scripts.

Qualified Metrics (AHV to AWS)
The section lists the qualified metrics for migration from AHV to AWS.

The following metrics are qualified for migration from AHV.
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* Migration of 10 VMswhere each VM has 7 disks in asingle migration plan
e 35TB VM migration
e 25VMsmigrationin asingle migration plan
Unsupported Features (AHV to AWS)
This section lists the unsupported features for migration from AHV to AWS.
* Guest operating systems other than the supported operating systems.
For more information, refer to Supported Guest Operating Systems for AWS Migration
e AHV clusters with protection domain and stretched containers
« VMswith GPUs (Instance type should be updated for such VMs).
» Clusters with encryption enabled
e Clusters with multi-homing setups
 Increasing the disk size of the source VM
e Migration of non-English VMs, such as Japanese is not qualified for AHV to AWS.
* |Paddressand MAC address retention

Limitations (AHV to AWS)
The section lists the limitations for migration from AHV to AWS.

AHV to AWS Migration Limitations

The support for migration is constrained by the following.

» Timetaken for migration depends on the size of the VM, data churn rate within the VM during migration, and
Internet connectivity between on-prem data center and AWS.

« |f you have multiple NICs, Move gives an option to select multiple Virtual Private Cloud (VPCs) in the user
interface. However, AWS supports only one VPC to aVM.

* Migration of a source VM which isin aV PC-based network is not supported.

Adding a Nutanix AOS Cluster Environment

While creating a migration plan, AHV AOS cluster can be added as both source or target. If you want to
use ESXi on Nutanix cluster as target, then add the corresponding AOS cluster environment for ESXi.

About this task

Note: When you add a AOS cluster, Move VM | P address with the subnet 255.255.255.255 is added to the global NFS
allowlist.

Caution: Modifying the NFS allowlist of the destination container disables inheritance of the NFS allowlist
at the global level and lead to issues with Move operations.

To add a Nutanix AOS cluster environment, do the following:
Procedure

1. Logontothe Move Ul.
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2. Click + Add Environment under Environments.

Add Environment X

Enter Nutanix AHV/ESXi environment details that you want to migrate VMs
to. You can supply connection details for either Prism Element or Prism
Central.

Select Environment Type

Nutanix AOS

Environment Name

Nutanix Environment

User Name Password

Show

Cancel

Figure 55: Add AOS Environment Dialog Box

The Add Environment window appears.
3. Select Nutanix AOS as the target environment type.
4. Completetheindicated fields and click Add.

a. Environment Name: Enter aname for the NC2 on AWS and AHV or VMware ESXi on Nutanix
environment.

b. Nutanix Environment: Enter the |P address or the FQDN for the target Prism Central or Prism Element.
c. User Name: Enter the username for logging on to the target Nutanix environment.

d. Password: Enter the password for logging on to the target Nutanix environment.
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5. (Only for ESXi to ESXi migration) Enter credentials for registered vCenter.

Enter credentials for registered vcenter(s)

Cancel
Figure 56: vCenter Credentials Dialog box

vCenter credentials are required to update the target VM properties for ESXi to ESXi on Nutanix migration.

Note:

e You can skip adding vCenter credentialsif your sourceis not ESXi.

e Toretain the VM properties on the target VM after migration, be sure to provide the target vCenter
credentials. The following properties will be retained:

e SCSl controller types

* Network adaptor type

¢ MAC address

e Video card

e Memory overcommit variables
» Tool upgrade flag

e Sync time with host flag

e Disable acceleration flag

e Enablelogging flag

The AOS environment is added to the Move Ul and can be viewed in the Environmentslist in the left pane of
the Move dashboard.

What to do next

Once you have added the environments, you can proceed to create the migration plan. For more
information, refer to Creating a Migration Plan on page 42 or Creating a Migration Plan on page 84 or
Creating a Migration Plan on page 127 or Creating a Migration Plan (AWS to ESXi) on page 147 or
Creating a Migration Plan (ESXi to ESXi) on page 66 or Creating a Migration Plan (Hyper-V to ESXi) on
page 103 or Creating a Migration Plan (Azure to AHV) on page 171 or Creating a Migration Plan (Azure to
ESXi) on page 184
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Adding an AWS Environment

While creating a migration plan, if you need to add an AWS source or target, you have to add at least one
AWS environment for migration.

About this task

Note: This procedureisonly applicable for migration to and from an AWS environment.
To add an AWS environment, do the following:
Procedure

1. LogontoMove Ul.

2. Click + Add Environment under Environments.
The Add Environment appears.

Add Environment X
Select Environment Type
Amazon Web Services :
Environment Name AWS Permission Policy
AWS Access Key ID
AWS Secret Access Key
Show
Cancel

Figure 57: Add AWS Environment Dialog Box
3. Select Amazon Web Services as the source environment type.
4. Completetheindicated fields and click Add.
a. Source Name: Enter aname for the AWS environment.
b. AWS Access Key ID: Enter the access key ID of the AWS account.

Cc. AWS Secret Access Key: Enter the key for logging on to AWS account.

The source environment is added to Move Ul and can be viewed in the Environments list in the left pane of the
Move dashboard.
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What to do next

You can add a Nutanix AOS cluster environment. For more information, refer to Adding a Nutanix AOS
Cluster Environment on page 39

Creating a Migration Plan (AHV to AWS)

You can create a migration plan to seed the data, cutover, and monitor the VMs. You can create the
migration plan in Move without initiating the cutover process.

About this task
Note:
e Thisprocedure isonly applicable for migration from AHV to AWS.

e Onyour first log on, you can log on to the Move Ul with your defaults credentials.

» If you cancel or discard the migration till cutover state, the source VMs will be automatically cleaned up
if the Automatic preparation mode is selected. If the preparation mode selected is Manual, no cleanup
is performed by Move. However, you can perform manual cleanup.

For information on canceling an ongoing migration, see Pausing or Canceling a VM Migration on
page 257.

For information on performing manual cleanup, see Manual Cleanup for VM Migrations on
page 295.

To create a migration plan, do the following:
Procedure

1. Logontothe Move VM.
Select Migration Type window appears with the options - VM and Files.

2. Select VM and click Continue.
Move dashboard for VM migration appears.

3. OntheMove dashboard, click Create a Migration Plan.
Note: If you have existing migration plans, click the + New Migration Plan link to create a plan.
The Enter Migration Plan Name window appears.
4.  Enter the new migration plan name, and then click OK.
Note: You can edit the migration plan name by clicking the pencil icon next to the migration plan name.

The New Migration Plan window appears.
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5. Complete the following fields, and then click Next.

a. Select a Source: Select any AHV source for
Select Source

Select a Source

10.4617.224

Select Cluster
auto_cluster_prod_aketi_pushkaram_4ffd5fd27bf6
migration.

If you select Prism Central |P address, anew field Select Cluster appears to select any cluster of that PC.

Once you select the source, an appropriate target appears.
Note: You might at times see a message relating to inventory collection as shown below. During this
time, the environments undergoing Refresh will not be available for selection. Such environments do not
automatically show up for selection once the inventory collection is over. In case you wish to select one of the

environments undergoing Refresh (not available for selection), you will need to select Cancel and wait for
inventory collection to get over and then create the migration plan again.

o Source & Target Select VMs Network Configuration VM Preparation VM Settings Summary
Inventory collection is in progress for one or more environments. They will not be available for selection until the inventory collection is complete

Select Source

Select a Source

Select Target

Select a Target

Cancel

Figure 58: Inventory Collection Message
b. Select a Target: Select the target AWS instance for the migrating VMs.

c. Target Region: To migrate the VMs, select aregion.

Note: Only regions with Internet gateway VPCs are available for selection.

d. Target Availability Zone: Select aavailability zone to create the target instance.
Availability zones are region specific.
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6. Inthe Select VM s screen, select one or more VMs from thelist. To add all the VM, click +Add All, and then
click Next.

Note:

e You cannot add more than 50 VMsin asingle migration plan.

» Migration of VMs which have NIC(s) attached to VPCsis not supported.

You can filter the VMs by namein the Filter bar. Y ou can also sort the VM types by selecting the appropriate
column.

Note: The VMs for which migration has failed are not displayed. To show the entire list of VMs, select All VMs
from the drop-down list. To show the configuration of VMs, select Configuration from the drop-down list. A
question mark icon appears beside an unavailable VM that displays more information about that VM and indicate
the reason of afailed VM migration.

Note: Migrate VMsretain their power state on the destination cluster.
The selected VMs are displayed in the sidebar.
7. Inthe Network Configuration screen, select the following fields, and then click Next.

a Target Network: Select the network that target instance will use after migration.
b. Subnet: Select the subnet for the target network.

C. Security Group: Select the security group(s) for the target network. A maximum of five security groups
can be selected for atarget network.

8. IntheVM Preparation screen, select one of the following VM preparation modes.

» Automatic. Move automatically runs scripts on the source VMs to prepare them for migration. Provide the
credentials of the source VMs under Windows VMs or Linux VMs, depending on the type of the source
VM.

Note: For Windows VVMs, Move supports only username-password sign-in option for authentication. It does
not support username-PIN sign-in option.

For more information, refer to Automatic VM Preparation (AHV to AWS) on page 217.

» Manual. Move displaysthe VM preparation scripts for Windows and Linux VMs. To manually download
and run the migration preparation software, select this option, and then run the scripts provided in the VM
Prepar ation screen on the respective source EC2 instance.

These scripts prepare the instance by performing the following installations.

- For Windows. AWS Paravirtualization (PV) driver, AWS EC2Config, and Elastic Network Adapter (ENA)
driver

- For Linux: ENA driver and Intel Driver
Note: Ensureto runthe VM preparation script on al selected VMs. If not, Move will only migrate VM
data and not start the VM in the target environment. Also, all operating system configuration options will be
bypassed.

» Mixed. Move alows you to select the VM preparation mode for each VM. This setting allows you to
prepare one set of VMs manually and prepare another set of VMs automatically in the same migration plan.
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If you want to have such a hybrid combination of Automatic and Manual VM preparation modes, proceed
to the step 8.

Note: The preparation mode automatically switchesto Mixed if you change the mode of preparation for a set
of VMsunder Change Settings and have amix of Automatic and Manual VM preparation modes. Y ou
cannot manually select the Custom option from the Preparation Mode drop-down list.

9. IntheOverrideindividual VM Preparation section, click Change Settings to override settings for the
individual VMs. Y ou can edit the VM preparation credentials, remove VMs, or update the VM preparation
mode.

Note: If you change the Mode of Preparation to Manual for aVM, then copy the new generated scripts of
that specific VM and run them on the source VM.

Access the newly generated VM preparation script for that VMM by selecting the Copy Scriptsicon
under the Actions column.

After making the required changes, click Done.
Then, click Next.
10. Inthe VM Settings screen, do one or more of the settings, and then click Next.

a VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

b. Create Public IP Address: Select this option if you want to create public |P address for all the VMsin
the migration plan.

Note: There must be no policies on AWS that block the creation of VM NIC with public | P address.
Otherwise, the cutover might fail when creating VMs with public | P address.

c. Settings for Individual VMs: Click Change Settings to configure settings such as Instance Type
settings and VM priority for individual VMs,

d. Schedule Data Seeding: Check this check box to select the date and time for migration.

11. Inthe Summary screen, choose one of the following, and then proceed review the VM migration summary.

» Back: To edit the information, click this option.

» Save: To save the migration plan, click this option.

For more information about how to start the migration later, and check the migrated VM status and details,
refer to Environments and Migration Plan Management on page 259.

» Save and Start: Click this option to save the migration plan and begin the migration immediately

Once you save and proceed, the seeding process for migration begins.
Note: The seeding process can take several minutes depending on the number of VMs.

What to do next

If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover (AHV to AWS) on page 219

Automatic VM Preparation (AHV to AWS)
You can automate the guest VM preparation.
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About this task
Note:

» Before automatic Windows VM preparation, enable WinRM and enable the ports.

e Automatic VM preparation does not work with the Windows domain account. Use the Windows built-in
administrator credentials for the Windows VMs.

To automatically prepare the VMs, do the following:
Procedure

1. Inthe Preparation Mode drop-down, select Automatic.

2. Inthe Credentialsfor Source VM s section, enter the username and password for the guest VMsto allow Move
to install the necessary drivers.

3. (Optional) Inthe VM Preparation screen, do the following, and then click Next.

a IntheOverride individual VM Preparation section, click Change Settings to override the settings for
theindividual VMs. You can edit the VM preparation credentials, remove VMs, or update the VM preparation
mode.

4. (Optiond) Inthe VM Settings screen, do one or more of the settings, and then click Next.

a. VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

b. (Optiona) Settings for Individual VMs: Click Change Settings to configure settings such as Instance
Type settings and VMs Priority for individual VMs.

c. Schedule Data Seeding: Check this check box to select the date and time for migration.

The credentials of VMs are validated. Once the validation is successful, the Guest Tools are downloaded and
installed in al the VMs of the migration plan. Then, the VMs are validated for readiness.

Note: If the validation of credentials or Guest Tools installation fails, you can update the credentials or remove the
VM from the migration plan and proceed by clicking Next.

What to do next

If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover (AHV to AWS) on page 219

Enabling WinRM (AHV-AWS)
You need to enable WinRM to install the Guest Tools on AHV VMs.

Before you begin

Ensure that the ingress ports 5985 and 5986 are enabled.

About this task
Note: This method is a prerequisite for Automatic VM preparation to work with Windows source VMs.

To enable WinRM.
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Procedure

1. Open PowerShell in Windows VM.

2. Run the script to enable WinRM on AHV VMs.

> wi nrm qui ckconfig -q

winrm set winrm config/winrs '@ MuxMenoryPer Shel | MB="300"}"
winrm set winrm config '@ MaxTi meout ns="1800000"}"

wi nrm set wi nrm config/service ' @Al | omUnencrypted="true"}"
winrm set wi nrm config/service/auth ' @Basi c="true"}'

netsh advfirewall firewall add rul e nane="W nRM 5985" protocol =TCP dir=in
| ocal port=5985 acti on=al | ow

netsh advfirewall firewall add rul e nane="W nRM 5986" protocol =TCP dir=in
| ocal port=5986 acti on=al | ow

net stop winrm

cnd /c 'sc config winrmstart= auto'
net start wnrm

3. Run the script to enable Secure Sockets Layer (SSL).

> $c = New Sel f Si gnedCertificate -DnsNane "$(hostnane)" -CertStorelLocation cert:
\ Local Machi ne\ My
Wi nrm create w nrm confi g/Li stener?Addr ess=*+Tr anspor t =HTTPS

" @ Host nane=""$(host nane) " "; CertificateThunbprint=""%$($c. ThunbPrint) "}"

Performing a Migration Cutover (AHV to AWS)

When the seeding process is complete, you can cut over the selected VMs to the AWS target.

About this task

Y ou can monitor the VM migration progress by clicking the status link.

Note:

* You can perform this operation only when the VM status is Ready to Cutover.
* Recommended that cutover should be performed within one week of initial data seeding.

» If theinitial data seeding finishes in less than 10 minutes, Move continues to wait for 10 minutes to take
the incremental snapshot; however, you can trigger the cutover immediately.

* The cutover process increments in absolute numbers.
To perform a cutover, do the following:
Procedure

1. Inthe Move Ul, click the Ready to Cutover statusto display thelist of available VMs.

2. Tocut over, select the VMs or group of VMs.
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3. Click Cutover.
The cutover process performs the following VM actions.

e ShutsdowntheVM

e Takesthefina snapshots for the VM and copying the final changesto AWS
¢ Createsaninstance in the AWS target

e Attachesreplicated disksto the VM

* Powers on or off the instance (depends on the initial power state)

The cutover process beginsimmediately and might take afew minutes.

Once the cutover is complete, the AWS instance is available. By default, the security group attached to the
instance has all the ingress traffic blocked. To access the guest VM, you need to update the security group
according to your requirement.

What to do next

You can manage the migration plan once the migration plan is ready. For more information, refer to
Environments and Migration Plan Management on page 259

Changing the Default Settings for Commit Data Size For Target Snapshot
You can now change the default settings for commit data size for the target snapshot.
To change the settings, open the srcagent.json and modify the following:

{
" AhvProvi der Config" : {

" MaxAWBConmi t Si ze": 5368709120,
" MaxAWSSnapshot Conmi t Percent": 20

}
}

Maximum of both these parameters are picked, where Max AWSConmi t Si ze isthe size of the data commit in bytes
and Max AWsSnapshot Conmi t Per cent isthe percentage of source disk size.
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AHV TO AZURE

To provide you the flexibility to migrate some workloads between private and public cloud, Move has introduced
AHV to Azure migration. Y ou can now prepare and migrate AHV VMsto Azure by using Move.

Migration Considerations
Y ou must consider the supported guest operating systems, requirements, recommendations, unsupported features, and

limitations provided in this section before starting the migration process.

Supported Guest Operating Systems (AHV to Azure)

Move supports some common operating systems. Unless otherwise specified, Nutanix has qualified the following 64-
bit guest operating system versions.

Fully Supported

*  Windows Server 2012 R2 DC, 2016, 2019, and 2022
*+ Cent0S6.8106.10, 7.0t0 7.7, and 8.0t0 8.3

* RHEL 6.81t06.10, 7.0to 7.7, and 8.0t0 8.5

e Ubuntu 14.0.4, 16.0.4, 18.0.4, and 20.0.4

e SLES11SP4, 12, and 15

e OEL75to84

Supported Operating Systems for UEFI-Enabled VMs (AHV to Azure)
Move supports the following operating systems for UEFI-enabled VMs.

Table 19: Supported Operating Systems

Operating systems
Windows 2016
SLES 12 SP5
CentOS 7.4
Windows 2019
CentO0S 7.3

RHEL 7.7

Support for UEFI with Secure Boot Enabled VMs (AHV to Azure)

Move supports UEFI with secure boot enabled VMs.

Table 20: Supported Guest Operating Systems

Operating systems
Windows 2019
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Operating systems

CentOS 7.3
RHEL 7.7

Requirements (AHV to Azure)

Before attempting to migrate VMs running on AHV using Move, make sure to conform to the requirements
listed here.

General Requirements

Following isthe list of genera requirements for AHV to Azure migration:

Supported browser: Google Chrome

Ensure you have PowerShell version 4.0 or later.

Ensure TCP 443 connection to Azure endpoint for operationsin Azure.

For Windows source VMs, ensure to disable UAC for Windows administrator user.
AHV should support V3 API for AHV to Azure migrations.

Ensure to register the Azure app and apply the required privileges for the subscription. Y ou can do it through
Azure Ul, refer to Registering an App and Applying Privileges (Azure Ul) on page 156 or Move CLI, refer to
Registering the App in Azure and Assigning Custom Role (Move CLI) on page 164.

Network Security Services (NSS) 3.44 isrequired for Linux VMs.

Move must have access to the following URLS:

* https://management.azure.com/

* https://login.microsoftonline.com/

* https://graph.windows.net/

* https://batch.core.windows.net/

* https://*.blob.core.windows.net/ (Azure Storage blobs)
* https://nxmove.blob.core.windows.net/

Before you initiate a migration, ensure to disable backups.

Move must have access to the shared access signature (SAS) URL https://*.blob.storage.azure.net/ generated
by Azurefor disk exports.

Prerequisites for Linux guest VMs:

SSH service should be up and running.
The credentials provided must have root or sudo user permission.

Guest VM should have curl utility installed.

Requirements for Modules or Drivers

Make sure that the following modules and drivers are installed in Windows, Linux, and Azure VMs:

For Windows:
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» Enable WinRM for automatic preparation.

Ensure to enable the following inbound and outbound ports using TCP protocol for the Windows Remote
Management (WinRM) feature to work.

*  WinRM-HTTPS: 5986
*  WIinRM-HTTP: 5985
« RDP: 3389 (only for inbound)
e SSH: 22
e Install Nutanix Guest Tools (NGT)

For Linux:

* Install Nutanix Guest Tools (NGT)

» SSH should be enabled with root user privilege for automatic preparation

Azure

» Theresource provider M cr osof t . conput e should be registered for the subscription.

« The Azure account provided while adding an Azure target must have the set of permissions as provided in the
following JSON to do end-to-end migration.

{
"perm ssions": [
{
"actions": [
"M crosoft.Aut horization/| ocks/read",
"M crosoft. Aut hori zati on/ rol eAssi gnnment s/ read",
"M crosoft.Authorization/rol eDefinitions/read",
"M crosoft. Conput e/ di sks/ begi nGet Access/ acti on",
"M crosoft. Conput e/ di sks/ del ete",
"M crosoft. Conput e/ di sks/ endGet Access/ acti on”,
"M crosoft. Conput e/ di sks/ read",
"M crosoft. Conput e/ di sks/wite",
"M crosoft. Conput e/l ocati ons/vnSfi zes/ read",
"M crosoft. Conput e/ vi rtual Machi nes/i nst anceVi ew r ead",
"M crosoft. Conput e/ vi rtual Machi nes/ power O f/ acti on",
"M crosoft. Conput e/ vi rtual Machi nes/read",
"M crosoft. Conput e/ vi rtual Machi nes/start/action",
"M crosoft. Conput e/ vi rtual Machi nes/wite",
"M crosoft. Net wor k/ net wor kl nt er f aces/ del et e",
"M crosoft. Networ k/ networ kl nterfaces/effectiveNetworkSecurityG oups/action",
"M crosoft. Network/networkl nterfaces/join/action",
"M crosoft. Network/networklnterfaces/read",
"M crosoft.Network/networklnterfaces/wite",
"M crosoft. Net wor k/ net wor kSecurityG oups/joi n/acti on",
"M crosoft. Networ k/ net wor kSecurityG oups/read",
"M crosoft.Network/virtual Net wor ks/ r ead",
"M crosoft. Network/virtual Net wor ks/ subnet s/ j oi n/ acti on",
"M crosoft. Resources/subscriptions/|ocations/read",
"M crosoft. Resources/subscriptions/resourceG oups/ read"

]

ot Actions": [],
"dat aActions": [],
"not Dat aActions": []
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}

(Optional) If you want to create public 1P addresses, then you must also provide the following set of permissions

aso.

"M crosoft. Network/ publicl PAddresses/ del et e"

"M crosoft. Network/ publicl PAddresses/j oi n/ acti on"
"M crosoft. Network/ publicl PAddr esses/ read"

"M crosoft. Network/ publicl PAddresses/write"

e The Azure account provided while adding Azure as both source and target must have the set of permissions as
provided in the following JSON to do end-to-end migration.

{
"perm ssions": [
{

"actions": [
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.

action",
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
"M crosoft.
1,

"not Acti ons":

"dat aActi ons"

Aut hori zati on/ r ol eAssi gnnment s/ read",

Aut hori zation/rol eDefinitions/read",

Conput e/ di sks/ begi nGet Access/ acti on",

Conput e/ di sks/read",

Aut hori zati on/ | ocks/read",

Conput e/ | ocat i ons/ r unCommands/ r ead"

Conput e/ | ocat i ons/ vni zes/ read",

Conput e/ snapshot s/ begi nGet Access/ acti on",
Conput e/ snapshot s/ del et e",

Conput e/ snapshot s/ endGet Access/ acti on”,

Conput e/ snapshot s/ read"”,

Conput e/ snapshots/wite",

Conput e/ vi rt ual Machi nes/ i nst anceVi ew r ead",
Conput e/ vi rt ual Machi nes/ power O f / acti on",
Conput e/ vi rt ual Machi nes/read",

Conput e/ vi rt ual Machi nes/ r unComrand/ act i on",
Conput e/ vi rt ual Machi nes/ start/acti on",

Conput e/ vi rt ual Machi nes/ vnSi zes/ r ead”,

Conput e/ vi rt ual Machi nes/write",

Net wor k/ net wor kl nt er f aces/ read",

Net wor k/ net wor kSecuri t yG oups/ securi t yRul es/ del et e",
Net wor k/ net wor kSecuri t yG oups/ securityRul es/wite",
Net wor k/ vi r t ual Net wor ks/ r ead",

Resour ces/ subscri pti ons/| ocati ons/read",

Resour ces/ subscri pti ons/resour ceG oups/ del et e”,
Resour ces/ subscri pti ons/resour ceG oups/read",
Resour ces/ subscri pti ons/resourceG oups/wite",
Conput e/ di sks/ del et e",

Conput e/ di sks/ endGet Access/ acti on",

Conput e/ di sks/write",

Net wor k/ net wor kl nt er f aces/ del et e",

Net wor k/ net wor kIl nt er f aces/ ef f ecti veNet wor kSecur it yG oups/

Net wor k/ net wor kil nt er f aces/j oi n/ acti on",

Net wor k/ net wor kl nt er f aces/ write",

Net wor k/ net wor kSecuri t yG oups/j oi n/ acti on",
Net wor k/ net wor kSecuri t yG oups/ read"”,

Net wor k/ vi rt ual Net wor ks/ subnet s/ j oi n/ acti on"

(1,
S

"not Dat aActions": []

NUTANIXX

Move | AHV to Azure

| 224



}

(Optional) If you want to create public 1P addresses for target VMs on Azure, then you must provide the following
set of permissions also.

"M crosoft. Network/ publicl PAddresses/ del et e"

"M crosoft. Network/ publicl PAddresses/j oi n/ acti on"
"M crosoft. Network/ publicl PAddr esses/ read"

"M crosoft. Network/ publicl PAddresses/write"

Service Accounts

For successful migration of VMsfrom AHV to Azure, Move requires the following.

¢ Prism Element for the AHV cluster

e Anadministrator for Windows source VMs or aroot for Linux source VMs to run the source VM preparation
scripts.

Registering an App and Applying Privileges (Azure Ul)

For migrating the VMs from Azure, first you need to register the Azure app, and then apply the required
privileges for the subscription in the Azure Ul. Once you have the Subscription ID, Tenant ID, Application
ID and the client secret value, you can add the Azure provider in the Move VM.

About this task

To register the app and apply the required privileges, do the following:

NUTANIDX Move | AHV to Azure | 225



Procedure

1. Create anew App registration in Azure to provide necessary access to Move to perform the VM migration.

a Select App registration > New registration.

M e e e

Home

App registrations 3

+ New registration (@ Endpoints /> Troubleshooting ¥ Download [l Preview features =~ < Got feedback?

@ Try out the new App registrations search preview! Click to enable the preview. >

longer add any new features to Azure Active Directory Authentication Library (ADAL) and Azure AD Graph. We will continue to pr support no longer p dates. Applications will need to be upgraded to Microsoft Authentication Library (MSAL) <

@ Staring June 30th, 2020 we i
and Microsoft Graph. Learnm

Figure 59: App registration
b. Provide the app name, and then click Register to register the application with the default selection.
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Home > App registrations >

Register an application

* Name

The user-facing display name for this application (this can be changed later).

MNutanixMovehccess o

Supported account types

Who can use this application or access this API?

@ Accounts in this organizational directory only (Nutanix only - Single tenant)

O Accounts in any organizational directory (Any Azure AD directory - Multitenant)

O Accounts in any organizational directory (Any Azure AD directory - Multitenant) and personal Microseft accounts (e.g. Skype, Xbox)

O Personal Microsoft accounts only

Help me choose...

Redirect URI (optional)

We'll return the authentication response to this URI after successfully authenticating the user. Providing this now is optional and it can be
changed later, but a value is required for most authentication scenarios.

Public client/native (mobile ... | | e.g. myapp://auth 4

Register an app you're working on here. Integrate gallery apps and other apps from outside your erganization by adding from Enterprise applications.

By proceeding, you agree to the Microsoft Platform Policies '

L

Figure 60: Register the app with default selection

¢. Oncethe application is registered, copy the Application ID and the Tenant ID.

NUTANIDS Move | AHV to Azure | 227



S e e dtee )

Home > App registrations

NutanixMoveAccess = X

P Search (Cmd+/) « (i Delete @ Endpoints [ Preview features

B Overview @ Gota second? your feedback on pltior (previously Azure AD for developer), —>

& Quickstart

Integration assistant A Essentials
Manage Display name NutanixMoveAccess Supported account types  : My organization only
P ‘Application (cient) ID : 094¢1284-257b-44be-997e-fbsbdddcfcls Redirect URIs Add a Redirect URI
& granding
Directory (tenant) ID: bb047546- Application 1D URI Add an Application ID URI
D Authentication
Object ID €20c69dc-3dbb-46f3-a8c2-acf35c4cds37 Managed application in ... - NutanixMoveAccess
Certificates & secrets
" x
{I! Token configuration (i ] new and improved Looking ¢s changed from App Learn more
= AP permissions
& Expose an API @ Starting June 30th, 2020 we will o longer add any new features to Azure Active Directory Authentication Library (ADAL) and Azure AD Graph. We will continue to support and Jpdates but we will no longer pr needtobe
upgraded to  Auth Library (MSAL) and Lear more

App roles

Figure 61: Copy Application ID and Tenant ID

d. Click Certificates & Secrets to create aclient secret for the registered application. Set the description and
the expiry period, and the click Add.

Home > App registrations > NutanixMoveAccess Add a client secret X

NutanixMoveAccess | Certificates & secrets =
Descrption NutanixMoveAppSecret
P Search (Cmd+/) « Q Got feedback? Expires @

B Oveniew Credentials enable lications to identify themselves to th service when receiving tokens at a web addressable location (using an HTTPS
scheme). For a higher level of assurance, we recommend using a certficate (instead of a client secre) as a credential.

& Quickstart
# Integration assistant "
Certificates

Manage
9 Certificates can be used as secrets to prove the application’s identity when requesting a token. Also can be referred to as public keys.

= Branding

D Authentication 7T Upload certificate

Certficates & secrets Thumbprint Start date Expires D
Il Token configuration No certificates have been added for this application.
= APl permissions
@ Expose an API
& App roles Client secrets
2 Owners A secret string that the application uses to prove its identity when requesting a token. Also can be referred to as application password.

&, Roles and administrators | Preview
+ New client secret
I Manifest
Description Expires Value )
Support + Troubleshooting
No client secrets have been created for this application.
&£ Troubleshooting

& New supportrequest

Figure 62: Creating a client secret

e. Copy the client secret value which isrequired for adding Azure provider in the Move VM.
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Home > App registrations > NutanixMoveAccess

NutanixMoveAccess | Certificates & secrets

P Search (Cmd+/) « D Got feedback?

Overview Credentials enable canfidential applications to identify themselves to the authentication service when receiving tokens at a web addressable location (using an HTTPS
scheme). For a higher level of assurance, we recommend using a certificate (instead of a client secret) as a credential.
&3 Quickstart
Integration assistant »
Certificates
Manage .
Certificates can be used as secrets to prove the application’s identity when requesting a token. Also can be referred ta as public keys
= Branding
= .
3 Authentication Upload certificate
Certificates & secrets Thumbprint Start date Expires D

{li Token configuration No certificates have been added for this application
= API permissions

@ Expose an API

App roles Client secrets

22 Owners A secret string that the application uses to prove its identity when requesting a token. Also can be referred to as application password

&, Roles and administrators | Preview

T New client secret
i Manifest

Description Expires Value Copy to clipboard
Support + Troubleshooting

NutanixMoveAppSecret 4/19/2023 Q7_0qsdSpBMu.PlInNgpeel_Q1f6UT1qo~ [  fcba3092-dec6-40ef-9491-77ea363135c2 O ]
& Troubleshooting

2 New support request

Figure 63: Copying Secret
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2. Create a custom role in the subscription and assign that role to the application.

a Goto Subscriptions > (Name of your subscription to add to Move) > Access control (IAM).
Click Add > Add custom role.

Home > Subscriptions > Move Azure Test Subscription

§ }JR Move Azure Test Subscription | Access control (IAM)

Subscription

£ Search (Cmd+/) «

Overview
E Activity log
B Access control (IAM)

€ Tags

£/ Diagnose and solve problems

© Security
Events

Cost Management

4. Cost analysis

B costalerts

i5) Budgets

@ Advisor recommendations

Billing
A Partner information

Settings

i Add |\ Download role assignments

Add role assignment
nts Roles Roles (Preview)
Add co-administrator

Add custom role

View my level of access to this resource

Check access
Review the level of access a user, group, service principal, or
managed identity has to this resource. Learn more &

Find @

[ user, group, or service principal &

[ search by name or email address |

Figure 64: Adding a custom role

< Got feedback?

Deny Classic administrator

Grant access to this resource

Grant access to resources by assigning a role.

Add role assignments

Learn more

View deny assignments

View the role assignments that have been denied
access to specific actions at this scope.

Learn more (7

View access to this resource

View the role assignments that grant access to this and
other resources.

View Learn more
Create a custom role
Create a custom role for Azure resources with your own

set of permissions to meet the specific needs of your
organization.

Add Learn more (7

b. Enter acustom role name, and then click the JSON tab. Click Edit. Replace the per ni ssi ons section in the
JSON with the required set of permissions, and then click Save. Click Review + Create to complete the

custom role creation.

To copy the set of permissions, refer to Requirements (Azure to AHV) on page 154 or Requirements
(Azure to ESXi) on page 177 section.

NUTANIXX
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Home > Subscriptions > Move Azure Test Subscription >

Create a custom role
@ Got feedback?

. L. . .
Basics  Permissions Assignable scopes  JSOM  Review + create

To create a custom role for Azure resources, fill out some basic information. Learn more cf

* Custom role name (%) MutanixMovehccessRole e

Description

Baseline permissions (0 O Clone a role @ Start from scratch O Start from JSON

Figure 65: Creating a custom role
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Home > Subscriptions > Move Azure Test Subscription >

Create a custom role

 Got feedback?

Basics  Permissions  Assignable scopes | JSON | Review + create

Here is your custom role in JSON format. Learn more &

1q 1
2 “properties”: {
3 "roleName": "NutanixMoveAccessRole",
4 “description":
5 “assignableScopes": [
6 "/subscriptions/c7297738- P
7 1.
8 “permissions": [
9
10 "actions": [
1 “Microsoft.Authorization/roleDefinitions/read",
12 “Microsoft.Authorization/roleAssignments/read”,
13 “Microsoft.Resources/subscriptiens/locations/read",
14 “Micresoft.Compute/virtualMachines/read",
15 "Microsoft.Resources/subscriptions/locations/read",
16 "Micresoft.Compute/virtualMachines/vmSizes/read",
17 "Microsoft.Compute/locations/vmSizes/read",
18 “Microsoft.Compute/virtualMachines/instanceView/read",
19 "Microsoft.Network/networkInterfaces/read",
20 “Microsoft.Network/virtualNetworks/read",
21 “Micresoft.Compute/disks/read",
22 "Micresoft.Compute/locations/runCommands/read" ,
23 "Micresoft.Compute/virtualMachines/runCommand/action”,
24 "Micresoft.Resources/subscriptions/resourceGroups/read", r
25 "Microsoft.Resources/subscriptions/resourceGroups/write",
Home > Subscriptions > Move Azure Test Subscription
N '°g Move Azure Test Subscription | Access control (IAM) - X
Subscription
(.2 search (cmd+/) « + Add L Download role assignments it columns () Refresh | X Rem Q Got feedback?
Overview Add role assignment
nts  Roles Roles (Preview)  Deny assignments  Classic administrators
@ Activity log Add co-administrator —
e Access control (AM) P sermissions. You can use the built-in roles or you can create your own custom roles. Learn more <
custom role
@ Tags Search by role name Type : All
& Diagnose and solve problems [ Name Type Users Groups Service Principals
O security [0 & owner0 BuiltinRole s 1 0
Events [ L Convibuter @ BuilinRole 3 ° 1
Cost Management O i Reader® BuiinRole 1 ° 0
4. Cost analysis O e Nutanix-Move-Role @ CustomRole o o 1
B Costalerts [J & NutanixMoveRoleDemo O CustomRole ° o |
© Budgets O s Z8Moverccesshole ® CustomRole o o 1
@ Advisor recommendations O i AcOclete® BuitinRole ° ° o
[ 2 Acimagesigner © BuiltinRole 0 0 0
Billing
O % Ackul® BuiltinRole 0 0 0
2 Partner information
0 de AkushO BuiltinRole o 0 0

Figure 67: Assigning Permissions

d. Select the created role and the registered application, and then click Save.
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Home > Subscriptions > Move Azure Test Subscription Add role assignment X
99\ Move Azure Test Subscription | Access control (IAM)
Subscription roe
[ search (cmd+/) « + Add L Download role assignments O Refresh QD Got feedback? [ Nutanixwovenccesskole C ~
Ovenvien Assign access to @
Check access Role assignments Roles | Roles (Preview) Deny assignments Classic administrators ‘ User, group, or service principal v
B Activitylog —_—
82 Access control (IAM) A role definition is a collection of permissions. You can use the built-in roles or you can create your own custom roles. Learn more & Select ©
@ Tags NutanixMoveAccess Type: All
£ Diagnose and solve problems No users, groups,or service principals found.
o o Showing 1 of 261 roles
© Security [ Name Type Users
Events =] NutanixMoveAccessRole O CustomRole 0
Cost Management
Cost analysis
B Costalerts
© Budgets
@ Advisor recommendations
Biling
& Partner information
Settings Selected members:
Programmatic deployment Nutanoveccess
Resource groups Remove

B Resources

& Preview features

Usage + quotas

=]

Policies

Management certificates
R My permissions
Resource providers

&a Deployments

11l Properties

Figure 68: Role assignment

Now you can use this Subscription ID, Tenant ID, Application ID and the client secret value to add the Azure
provider in the Move VM.

What to do next

You can now add the Azure environment in the Move Ul. Refer to Adding an Azure Environment on
page 167. You can also register the app in Azure and assign custom role through Move CLI. Refer to
Registering the App in Azure and Assigning Custom Role (Move CLI) on page 164.

Registering the App in Azure and Assigning Custom Role (Move CLI)

For migrating the VMs from Azure, first you need to register the Azure app, and then apply the required
privileges for the subscription through Move CLI or Azure Ul. Once you have the Subscription ID, Tenant
ID, Application ID and the client secret value, you can add the Azure provider in the Move VM.

About this task

To register the app in Azure and assign custom role, do the following:
Procedure

1. SSH tothe Move VM as an admin.
Refer to Accessing Move VM with SSH on page 21.

2. Switch to theroot user by entering the password of the Move VM.

adm n@ove on ~ $ rs
[ sudo] password for adm n:
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3. To create Azure App, run the following command:

root @ove on ~ $ create-azure-app

rootamove on ~ $|create-azure-app

Logging into Azure...

To sign in, use a web browser to open the page|https://microsoft.com/devicelogin|and enter the code| FCLBNRFQP [to authenticate.

Figure 69: Creating Azure App

A link and code is provided to authenticate with Azure.

4. Open the authentication link in aweb browser and enter the code for authentication. Select the Azure account.

@& login.microsoftonline.com/common/oauth2/deviceauth

B® Microsoft

Enter code

Enter the code displayed on your app or device.

FCLBNRFQP

Figure 70: Authenticating with Azure

Authentication will be successful and alist of subscriptions will appear.
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5. If your account has multiple subscriptions, provide the subscription ID to be used for migration.

rootamove on ~ $ create-azure-app
Logging into Azure...
To sign in, use a web browser to open the page https://microsoft.com/devicelogin and enter the code FCLBNRFQP to authenticate.

CloudName Subs 5 e IsDefault

ith.ahamed@nutanix.com - TASK0087655 AzureCloud 23ceb11f- Enabled
e Azure Test Subscription AzureCloud c7297738- Enabled
Move Azure Prod Subscription AzureCloud 5335472e- Enabled

Please select a SubscriptionId from the above list: 72

Figure 71: Enter the subscription ID

6. Enter the App name to be registered (default: NutanixMoveApp) and the custom role name which will be created
with necessary permission and assigned to the registered app.

NOTE: If you s ct existing app name or role name under the subscription, they will be updated. Please note that this operation will reset the existing client secret. Pro
ceed with caut

a name to be us t g s 'Enter' for default (Default: Nut
a name for the r' P Enter' for default (Default: Nutanix
ustom role 'Nutal R0l for Nutanix Move. This will be ass

Figure 72: Enter the App and custom role name

Once the App gets registered in Azure and assigned with the custom role, the Subscription ID, Tenant ID,
Application ID and the Client Secret is displayed in the output. Use these credentials to add Azure asaprovider in
the Move VM.

/providers/Microsoft.Authorization/roleDefinitions/b87c98fa

g app
JARNING: The output inclu
ol. For more

N k

rootamove on ~ $ |

Figure 73: Lists the Subscription ID, Tenant ID, Application ID and the Client Secret

What to do next

You can now add the Azure environment in the Move Ul. Refer to Adding an Azure Environment on
page 167. You can also register the Azure app, and then apply the required privileges for the subscription
from the Azure Ul. Refer to Registering an App and Applying Privileges (Azure Ul) on page 156.

Unsupported Features (AHV to Azure)
This section lists the unsupported features for migration from AHV to Azure.

» Guest operating systems other than the supported operating systems.
For more information, refer to Supported Guest Operating Systems for AWS Migration
e AHV clusters with protection domain and stretched containers.
e VMswith GPUs.
« Clusters with encryption enabled.

e Clusters with multi-homing setups.
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* Increasing the disk size of the source VM.
* |Paddressand MAC address retention.

e VMshaving disksin volume groups.

Limitations (AHV to Azure)
The section lists the limitations for migration from AHV to Azure.

AHV to Azure Migration Limitations

The support for migration is constrained by the following.

¢ Windows 32-hit is nhot supported.
e Only Azure public cloud is supported.

e Thefollowing are not supported:
e PC migration
e Filesmigration
¢ Objects migration
* Migration of a source VM which isin aV PC-based network is not supported.

Adding a Nutanix AOS Cluster Environment

While creating a migration plan, AHV AOS cluster can be added as both source or target. If you want to
use ESXi on Nutanix cluster as target, then add the corresponding AOS cluster environment for ESXi.

About this task

Note: When you add a AOS cluster, Move VM I|P address with the subnet 255.255.255.255 is added to the global NFS
alowlist.

Caution: Modifying the NFS alowlist of the destination container disables inheritance of the NFS allowlist
at the global level and lead to issues with Move operations.

To add a Nutanix AOS cluster environment, do the following:
Procedure

1. LogontotheMoveUl.
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2. Click + Add Environment under Environments.

Add Environment X

Enter Nutanix AHV/ESXi environment details that you want to migrate VMs
to. You can supply connection details for either Prism Element or Prism
Central.

Select Environment Type

Nutanix AOS

Environment Name

Nutanix Environment

User Name Password

Show

Cancel

Figure 74: Add AOS Environment Dialog Box

The Add Environment window appears.
3. Select Nutanix AOS as the target environment type.
4. Completetheindicated fields and click Add.

a. Environment Name: Enter aname for the NC2 on AWS and AHV or VMware ESXi on Nutanix
environment.

b. Nutanix Environment: Enter the |P address or the FQDN for the target Prism Central or Prism Element.
c. User Name: Enter the username for logging on to the target Nutanix environment.

d. Password: Enter the password for logging on to the target Nutanix environment.
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5. (Only for ESXi to ESXi migration) Enter credentials for registered vCenter.

Enter credentials for registered vcenter(s)

Cancel
Figure 75: vCenter Credentials Dialog box

vCenter credentials are required to update the target VM properties for ESXi to ESXi on Nutanix migration.

Note:

e You can skip adding vCenter credentialsif your sourceis not ESXi.

e Toretain the VM properties on the target VM after migration, be sure to provide the target vCenter
credentials. The following properties will be retained:

e SCSl controller types

* Network adaptor type

¢ MAC address

e Video card

e Memory overcommit variables
» Tool upgrade flag

e Sync time with host flag

e Disable acceleration flag

e Enablelogging flag

The AOS environment is added to the Move Ul and can be viewed in the Environmentslist in the left pane of
the Move dashboard.

What to do next

Once you have added the environments, you can proceed to create the migration plan. For more
information, refer to Creating a Migration Plan on page 42 or Creating a Migration Plan on page 84 or
Creating a Migration Plan on page 127 or Creating a Migration Plan (AWS to ESXi) on page 147 or
Creating a Migration Plan (ESXi to ESXi) on page 66 or Creating a Migration Plan (Hyper-V to ESXi) on
page 103 or Creating a Migration Plan (Azure to AHV) on page 171 or Creating a Migration Plan (Azure to
ESXi) on page 184
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Adding an Azure Environment

While creating a migration plan, if you need to add an Azure source, you have to add at least one Azure
environment for migration.

Before you begin

Ensure to register the Azure app and apply the required privileges for the subscription. You can do it
through Azure Ul or Move CLI.

About this task

Note:

e Thisprocedure isonly applicable for migration from Azure environment.

» Azure accounts with lock at subscription level cannot be added as a provider. If the lock is present at
resource group level, VMs under that resource group are marked as unmigratable.

To add an Azure environment, do the following:
Procedure

1. LogontoMoveUIl.

NUTANIDX Move | AHV to Azure | 239



2. Click + Add Environment under Environments.
The Add Environment appears.

Add Environment X

Select Environment Type

Microsoft Azure :

Environment Name St s

Subscription ID

Tenant ID

Client ID

Client Secret

Show
Cancel

Figure 76: Add Environment Dialog Box
3. Select Microsoft Azure asthe environment type.
4. Complete the indicated fields and click Add.
a. Environment Name: Enter a name for the Azure environment.
b. Subscription ID: Enter your Azure subscription ID.
c. Tenant ID: Enter your Azuretenant ID.

d. Client ID: Enter the client ID of the Azure account.

If you do not have the Client ID and Secret, click the Create Azure Client ID/Secret? link for more details
on creating Azure Client ID and Secret.

e. Client Secret: Enter the value of the client secret.

Note: Client Secret refersto the value of the client secret in Azure and not the secret ID.

The environment is added to Move Ul and can be viewed inthe Environments list in the |eft pane of the Move
dashboard.
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What to do next

You can add a Nutanix AOS cluster environment. For more information, refer to Adding a Nutanix AOS
Cluster Environment on page 39

Creating a Migration Plan (AHV to Azure)

You can create a migration plan to seed the data, cutover, and monitor the VMs. You can create the
migration plan in Move without initiating the cutover process.

About this task
Note:
e Thisprocedureisonly applicable for migration from AHV to Azure.

e Onyour first log on, you can log on to the Move Ul with your defaults credentials.

» If you cancel or discard the migration till cutover state, the source VMs will be automatically cleaned up
if the Automatic preparation mode is selected. If the preparation mode selected is Manual, no cleanup
is performed by Move. However, you can perform manual cleanup.

For information on canceling an ongoing migration, see Pausing or Canceling a VM Migration on
page 257.

For information on performing manual cleanup, see Manual Cleanup for VM Migrations on
page 295.

To create a migration plan, do the following:
Procedure

1. Logontothe Move VM.
Select Migration Type window appears with the options - VM and Files.

2. Select VM and click Continue.
Move dashboard for VM migration appears.

3. OntheMove dashboard, click Create a Migration Plan.
Note: If you have existing migration plans, click the + New Migration Plan link to create a plan.
The Enter Migration Plan Name window appears.
4.  Enter the new migration plan name, and then click OK.
Note: You can edit the migration plan name by clicking the pencil icon next to the migration plan name.

The New Migration Plan window appears.
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5. Complete the following fields, and then click Next.

a. Select a Source: Select any AHV source for
Select Source

Select a Source

10.4617.224

Select Cluster
auto_cluster_prod_aketi_pushkaram_4ffd5fd27bf6
migration.

If you select Prism Central |P address, anew field Select Cluster appears to select any cluster of that PC.
Once you select the source, an appropriate target appears.

Note: You might at times see a message relating to inventory collection as shown below. During this

time, the environments undergoing Refresh will not be available for selection. Such environments do not
automatically show up for selection once the inventory collection is over. In case you wish to select one of the
environments undergoing Refresh (not available for selection), you will need to select Cancel and wait for
inventory collection to get over and then create the migration plan again.

o Source & Target Select VMs Network Configuration VM Preparation VM Settings Summary
Inventory collection is in progress for one or more environments. They will not be available for selection until the inventory collection is complete

Select Source

Select a Source

Select Target

Select a Target

Cancel

Figure 77: Inventory Collection Message
b. Select a Target: Select the target Azure instance for the migrating VMs.

C. Target Location: To migrate the VMSs, select atarget location.

Note: Only locations with Internet gateway VPCs are available for selection.

d. Target Resource Group: Select aresource group to create the target instance.
Resource groups are location specific.
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6. Inthe Select VM s screen, select one or more VMs from thelist. To add all the VM, click +Add All, and then
click Next.

Note:

e You cannot add more than 50 VMsin asingle migration plan.

» Migration of VMs which have NIC(s) attached to VPCsis not supported.

You can filter the VMs by namein the Filter bar. Y ou can also sort the VM types by selecting the appropriate
column.

Note: The VMs for which migration has failed are not displayed. To show the entire list of VMs, select All VMs
from the drop-down list. To show the configuration of VMs, select Configuration from the drop-down list. A
question mark icon appears beside an unavailable VM that displays more information about that VM and indicate
the reason of afailed VM migration.

Note: Migrate VMsretain their power state on the destination cluster.

The selected VMs are displayed in the sidebar.

7. Inthe Network Configuration screen, select the following fields, and then click Next.
a Target Network: Select the network that target instance will use after migration.
b. Subnet: Select the subnet for the target network.
C. Security Group: Select the security group for the target network.

8. IntheVM Preparation screen, select one of the following VM preparation modes.

» Automatic. Move automatically runs scripts on the source VMs to prepare them for migration. Provide the
credentials of the source VMs under Windows VMs or Linux VMs, depending on the type of the source
VM.

Note: For Windows VVMs, Move supports only username-password sign-in option for authentication. It does
not support username-PIN sign-in option.

For more information, refer to Automatic VM Preparation (AHV to Azure) on page 245.

» Manual. Move displaysthe VM preparation scripts for Windows and Linux VMs. To manually download
and run the migration preparation software, select this option, and then run the scripts provided in the VM
Prepar ation screen on the respective source VMs.

These scripts prepare the instance by performing the following installations.
For Windows: Move does not install any drivers.

For Linux: Moveinstallshv_vmbus, hv_netvsc, and hv_storvsc (Hyper-V drivers).
Note: Ensureto runthe VM preparation script on al selected VMs. If not, Move will only migrate VM
data and not start the VM in the target environment. Also, all operating system configuration options will be
bypassed.

» Mixed. Move alows you to select the VM preparation mode for each VM. This setting allows you to
prepare one set of VMs manually and prepare another set of VMs automatically in the same migration plan.
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If you want to have such a hybrid combination of Automatic and Manual VM preparation modes, proceed
to the step 8.

Note: The preparation mode automatically switchesto Mixed if you change the mode of preparation for a set
of VMsunder Change Settings and have amix of Automatic and Manual VM preparation modes. Y ou
cannot manually select the Custom option from the Preparation Mode drop-down list.

9. IntheOverrideindividual VM Preparation section, click Change Settings to override settings for the
individual VMs. Y ou can edit the VM preparation credentials, remove VMs, or update the VM preparation
mode.

Note: If you change the Mode of Preparation to Manual for aVM, then copy the new generated scripts of
that specific VM and run them on the source VM.

Access the newly generated VM preparation script for that VMM by selecting the Copy Scriptsicon
under the Actions column.

After making the required changes, click Done.
Then, click Next.

10. IntheVM Settings screen, do one or both of the settings, and then click Next.

a VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

b. Create Public IP Address: Select this option if you want to create public |P address for all the VMsin
the migration plan.

Note: The Azure app must have the following permissions to create target VMs with public | P address.
Otherwise, the target VMs will be created without public | P address.

"M crosoft. Network/publicl PAddresses/ del et e"

"M crosoft. Network/ publicl PAddresses/j oi n/ acti on”
"M crosoft. Network/ publicl PAddr esses/ read"

"M crosoft. Network/publicl PAddresses/write"

c. Settings for Individual VMs: Click Change Settings to configure settings (such as VM priority) for
individual VMs.
d. Schedule Data Seeding: Select this checkbox to select the date and time for migration.

11. Inthe Summary screen, choose one of the following, and then proceed review the VM migration summary.

» Back: To edit the information, click this option.

» Save: To save the migration plan, click this option.

For more information about how to start the migration later, and check the migrated VM status and details,
refer to Environments and Migration Plan Management on page 259.

» Save and Start: Click this option to save the migration plan and begin the migration immediately

Once you save and proceed, the seeding process for migration begins.

Note: This process takes some time.

Note: The seeding process can take several minutes depending on the number of VMs.
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What to do next

If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover (AHV to Azure) on page 246

Automatic VM Preparation (AHV to Azure)
You can automate the guest VM preparation.

About this task
Note:

» Before automatic Windows VM preparation, enable WinRM and enable the ports.

e Automatic VM preparation does not work with the Windows domain account. Use the Windows built-in
administrator credentials for the Windows VMs.

To automatically prepare the VMs, do the following:
Procedure

1. Inthe Preparation Mode drop-down, select Automatic.

2. Inthe Credentialsfor Source VM s section, enter the username and password for the guest VMsto allow Move
toinstall the necessary drivers.

3. Inthe OverrideIndividual VM Settings section, do the following, and then click Next.

a Click Change settings to override the settings for the individual VMs. Y ou can update the VM preparation
credentials of the VMs, remove VM, or update the VM preparation mode.

Note: If you select Manual, you must copy the displayed scripts and run them on the source VMs.

4. Inthe VM Settings screen, do the following, and then click Next.

a. VMs Priority: The scheduling priority of the VMs migration (at the migration-plan level) is set to Medium
by default. Modify the scheduling priority as required. For more information about VM priority, refer to
Virtual Machine (VM) Priority on page 288.

b. Settings for Individual VMs: Click Change Settings to configure settings (such as VM Priority) for
individual VMs.

€. Schedule Data Seeding: Select this checkbox to select the date and time for migration.

The credentials of VMs are validated. Once the validation is successful, the Guest Tools are downloaded and
installed in al the VMs of the migration plan. Then, the VMs are validated for readiness.

Note: If the validation of credentials or Guest Tools installation fails, you can update the credentials or remove the
VM from the migration plan and proceed by clicking Next.

What to do next

If you have started the migration, the next step is to perform the cutover. For more information, refer to
Performing a Migration Cutover (AHV to Azure) on page 246

Enabling WinRM (AHV-Azure)
You need to enable WinRM to install the Guest Tools on AHV VMs.
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Before you begin

Ensure that the ingress ports 5985 and 5986 are enabled.

About this task
Note: This method is a prerequisite for Automatic VM preparation to work with Windows source VMs.

To enable WinRM.
Procedure

1. Open PowerShell in Windows VM.

2. Run the script to enable WinRM on AHV VMs.

> wi nrm qui ckconfig -q

winrm set wi nrm config/w nrs '@ MaxMenor yPer Shel | MB="300"}"
winrmset wi nrm config '@ MaxTi neout ns="1800000"}"

winrm set wi nrm config/service ' @Al | ownencrypt ed="true"}'
winrm set wi nrm config/service/auth ' @Basic="true"}"

netsh advfirewal | firewall add rul e name="W nRM 5985" protocol =TCP dir=in
| ocal port=5985 acti on=al | ow

netsh advfirewal | firewall add rul e name="W nRM 5986" protocol =TCP dir=in
| ocal port=5986 acti on=al | ow

net stop winrm
cmd /c 'sc config winrmstart= auto'
net start winrm

3. Run the script to enable Secure Sockets Layer (SSL).

> $c = New Sel f SignedCertificate -DnsNane "$(hostnane)" -CertStoreLocation cert:
\ Local Machi ne\ My
wi nrm create w nrm confi g/ Li stener ?Addr ess=*+Tr ansport =HTTPS

" @ Host nane=""$(host nane) " "; CertificateThunbprint=""%$($c. ThunbPrint) "}"

Performing a Migration Cutover (AHV to Azure)

When the seeding process is complete, you can cut over the selected VMs to the Azure target.

About this task

Y ou can monitor the VM migration progress by clicking the status link.
Note:
* You can perform this operation only when the VM statusis Ready to Cutover.

e Recommended that cutover should be performed within one week of initial data seeding.

e If theinitial data seeding finishesin less than 10 minutes, Move continues to wait for 10 minutes to take
the incremental snapshot; however, you can trigger the cutover immediately.

e The cutover process increments in absolute numbers.

To perform a cutover, do the following:
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Procedure

1. Inthe Move Ul, click the Ready to Cutover statusto display thelist of available VMs.

2. To

cut over, select the VMs or group of VMs.

3. Click Cutover.
The cutover process performs the following VM actions.

L]

Shuts down the VM

Takes the final snapshots for the VM and copying the final changesto Azure
Creates an instance in the Azure target

Attaches replicated disks to the VM

Powers on or off the instance (depends on the initial power state)

The cutover process begins immediately and might take afew minutes.

Once the cutover is complete, the Azure instance is available. By default, the security group attached to the
instance has al the ingress traffic blocked. To access the guest VM, you need to update the security group
according to your requirement.

What to do next

You can manage the migration plan once the migration plan is ready. For more information, refer to
Environments and Migration Plan Management on page 259

Performance Matrix for Large Data Migration

Move performs end-to-end migration of large VMs. The scenarios are tested based on the following
parameters. The following tables show the performance numbers from the Move lab.

Table 21: Performance Numbers of Large Data Migration (AHV to Azure)

Total Number of Location Average Data seeding Cutover duration

migration Disks used latency source duration

size - target

2TiB 2 US West 19 ms 3 hours 40 9 minutes
minutes
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CREATING A TEST CAPABLE VM
MIGRATION PLAN

Creating a test capable migration plan is an optional feature to test the VMs on the target environment prior
to the final cutover. During the final cutover, the source VMs are powered off which disrupts the underlying
data replication. You can test multiple VMs with this feature without disrupting the source VMs. After the
test, you can continue with the final cutover in your production environment. This feature supports all
provider combinations except AHV to AWS.

Before you begin
Ensure that you have added the source and target environments before creating the migration plan.
Note:

e ESXi to AHV and ESXi to NC2 on AWS VM migration is used as a sample test migration plan.

*  When using the Test Capable Migration feature for Azure VMs having multiple disks, thereis
possibility of inconsistency with disk snapshots which will be used to create target test VMs.

e Test migration is supported for all provider combinations except AHV to AWS.

» Refer to specific migration plansin this guide for information on how to add the required environments.

Procedure

1. Logontothe Move VM.
Select Migration Type window appears with the options - VM and Files.

2. Select VM and click Continue.
Move dashboard for VM migration appears.

3. Onthe Move dashboard, click Create a Migration Plan.
Note: If you have existing migration plans, click the + New Migration Plan link to create a plan.

The Enter Migration Plan Name window appears.
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4.  Enter the new migration plan name, and then click OK.

The New Migration Plan window appears.

ESXito AHV # x
© source s Target Select vMs Network Configuration M Preparation Summary

Select Source

10.46

Select Target

10.4€

default-container

Figure 78: Migration Plan Window
5. Complete the following fields, and then click Next.

a Select a Source: Select any vCenter Server or standalone ESXi host as source for migration.
Once you select the source, an appropriate target appears.

b. Select a Target: Select any NC2 on AWS and AHV target for the migrating VMs.
c. Target Containers: Select the container on which you will migrate the VMs.

6. Inthe Select VM s screen, select one or more VMs from thelist. To add all the VM, click +Add All, and then
click Next.

Note: You cannot add more than 50 VMsin a single migration plan.

The Networ k Configuration window appears.

1. Source & Target 2 Select VMs 9 Network Configuration VM Preparation Summary

Source Network Target Network

VM Network DM_Nutest_Net

Test Network (Optional)
Clear

vian112

This network should be non-routable and isolated from the rest of your network to avoid IP
and or MAC address conflicts.

Figure 79: Network Configuration Window
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7. Onthe Network Configuration screen, select the target network from the Target Network drop-down.

* [Applicable only if Prism Central is used] Move provides the option to select VPC-based or VLAN-based
target subnets. Based on the selection of aVPC or VLAN ID as the target network, the respective subnets are
listed in the target subnet drop-down menu. Select the required subnet from the drop-down menu.

Note: Overlay subnets which do not have | P address pool(s) associated will be disabled in the subnet drop-
down menu.

Test Network (Optional) isenabled.

8.  Select thetest network from the Test Network (Optional) drop-down.

» For migrationsto NC2 Azure, there is an additional field to select atest subnet for the selected test network.
Based on the selection of aVPC or VLAN ID asthe test network, the respective subnets are listed in the test
subnet drop-down menu. Select the required test subnet from the drop-down menu.

Note:
* Test Network (Optional) is enabled only after selecting the following:

e Thetarget network.
» The subnet corresponding to the target network (for migrations to NC2 Azure only).

* Toavoid conflicts, the Test Network (Optional) drop-down lists all other networks except the
one selected by the target network.

* Test Network (Optional) isan optional feature and you can skip it to go directly to the
production target.
Click Next.

9. IntheVM Preparation screen, select Automatic from the Preparation Mode drop-down.

In this example, Automatic preparation mode is selected. Refer to specific migration plans for Manual and
Mixed preparation mode. Y ou can choose based on your requirement.
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10. InCredentials for Source VMs , provide the credentials for your Windows or Linux source VMs. Then,
click Next.

Note: For Windows VMs, Move supports only username-password sign-in option for authentication. It does not
support username-PIN sign-in option.

The Migration Plan Summary page appears.

Source Environment Details

VMware vCenter
10.46.17.161

10.46.17.161

Target Environment Details

auto_cluster_prod_aketi_pushkaram_1a61556f783d

default-container-170054
Network Mapping

Source Network Target Network Test Network

VM Network DM_Nutest_Net vian112

Back Save Save and Start

Figure 80: Migration Summary Page

11. Onthe Summary screen, review the migration summary details and click Save and Start.

The M ove Dashboard appears with the existing migration plans and the seeding process begins.
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Figure 81: Move Dashboard with Existing Migration Plans
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12. Click In Progress to monitor the progress of the migration.

The Migration Plan Details window appears.

cccccc

Seeding Data

Figure 82: Migration Plan Details Window

Note:

e All tabs are disabled until you chose aVM and enabled at different stages as needed.

» During the migration, if you select the VM, only the Cancel action is enabled for canceling the
migration plan.

* If thereisany failure, the Retry and the Discard actions are enabled.

13. After the migration status changesto Ready to Cutover, the following actions are enabled:

» Test Actions: Click to continue with testing the VMs on the target environment.

» Cutover : Click to continue with normal migration process in the production environment.
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14. Select Create Test VM from the Test Actions drop-down. The source VMs remain powered on and atest
VM is created in the target environment.

This process takes some time.

Test Actions v Cutover Cancel

Create Test VM
Migrated Data Size (D' Migration Status Details

2106 GiB Ready to Cutover Estimated Cutover Time: About 1 minute(s) (@

Figure 83: Migration Plan Details Window

Click Continue on the dialog box.

Are you sure you want to create Test VM(s)?

Please note that triggered operation may take a
while to update VWMs state on UL

Don't Continue

Figure 84: Confirmation Dialog Box

15. Click View Test VM option created under the Migration Status tab under Ready to Cutover.

Test Actions ~ Cutover Cancel

Migrated Data Size (@ Migration Status Details
Recreate Test VM

Ready to Cutover

o ey Wait for next snapshot (@

Remove Test VM 31.06 GiB

Figure 85: Migration Plan Details Window

The following options are enabled after you click Test Actions:

» Recreate Test VM: Click to recreate atest VM.

» Remove Test VM: Click to remove the deployed test VMs from the target and changes the VM status back
to Ready to Cutover.
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16. Click View Test VM.
A new window for the target network opens up.

17. Enter the credentials of the source VM to log on.
18. Look for thetest VM and perform test operations.

Note: Test VMs are suffixed with - MoveTest in the target network.

19. Onceyou test the VMsin the target environment, come back to the M ove Dashboard and select Cutover to
continue with normal migration to the production environment.

You can click Remove Test VM to clean up the target environment and click Recreate Test VM to perform
the test again.

What to do next

You can perform test migrations for all types of migration supported by Move except AHV to AWS
migration. For more information about creating migration plan and performing test migration for supported
environments, refer to Creating a Migration Plan on page 42 or Creating a Migration Plan (ESXi to

ESXi) on page 66 or Creating a Migration Plan on page 84 or Creating a Migration Plan on page 127

or Creating a Migration Plan (AWS to ESXi) on page 147 Creating a Migration Plan (AHV to AWS) on
page 214Creating a Migration Plan (Azure to AHV) on page 171Creating a Migration Plan (Azure to ESXi)
on page 184.
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CUSTOMIZING THE TARGET VM
CONFIGURATION

Nutanix Move provides the option to customize the target VM configuration for migrations. You can do it at
the migration-plan level and at the VM level. This topic refers to the customization that can be done at the
VM level.

Before you begin

Ensure that at least one migration plan is available in Move.

Note: Customizing the target VM configuration is supported for the following migrations only:

* ESXito AHV
* ESXitoNC2
o ESXi to ESXi

e Hyper-V to AHV
e Hyper-V to ESXi
e AHV to AHV

About this task

The procedure details the steps to customize the target VM configuration for migrations at the VM level.
Procedure

1. LogontotheMoveVM.
Select Migration Type window appears with the options - VM and Files.

2. Select VM and click Continue.
Move dashboard for VM migration appears.

3. Onthe Move dashboard, click the Status link of the migration plan where you want to customize the target VM
configuration.
The resulting screen displays al the VMsin that migration plan, along with the details of the migration of each
VM.

Note: To view the VMsthat are part of all the migration plans, click any of the status fields at the top of the
dashboard.

4. ldentify the VM whose target VM configuration you want to customize and click VM Configurations of that
VM.
VM Configurations window appears, and displays the properties of the source and target VMs, along with
options to customize the target VM configuration.

Note: The Target VM configuration selected by default will be the one that was selected while:

e creating this migration plan, or

e customizing thistarget VM configuration the last time.

NUTANID Move | Customizing the Target VM Configuration | 255



5. Select one of the following options (if necessary) from the VM Migration Type drop-down menu.

* Configure Target VM Properties: The target VM synchronizes with the source VM properties at the time
of migration plan creation. Selecting this option allows you to edit the target VM properties during migration.

Note:

e Customization is disabled during some of the phases of migration such as VM preparation, clean-
up phases, test migration, and after cutover initiation.

» When the migration isin progress, the target VM properties will not reflect any changesto the
source VM properties.

* Retain Source VM Properties: Thetarget VM synchronizes with the source VM properties whenever
Move refreshes the source VM configuration details. Only the customizable properties are refreshed on the
target. Selecting this option does not alow you to edit the target VM properties at the VM level.

Note:
e Thesource VM properties are refreshed in the following ways.

* (Manualy) When you click the Refresh Source VM Properties button.
* (Automatically) When you start a migration plan.
* (Automatically) When you initiate a cutover.

e When you start amigration plan, Move refreshes both source VM and target VM properties by
default. However, it will not refresh the target VM properties at the start of amigration plan if you
modified the target VM properties after migration plan creation.

6. (Applicableif you select Configure Target VM Properties) Edit the properties of the target VM configuration
as necessary.

To edit the properties, under the On Target column, click the edit icon next to the property values and edit the
values.

Note:
e Only the following properties can be edited:

e Target VM name

» Power state

*  Number of vCPUs

*  Number of cores per vCPU
e Memory

¢ Name can have a maximum of 80 characters.

7. Click Apply, and then click Close.
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PAUSING OR CANCELING A VM
MIGRATION

Move provides the option to pause or cancel VM migrations which are in progress. You can pause or
cancel the migration of VMs at the migration-plan level or at the VM level.

Before you begin

1. Ensurethat aVM migration plan is created.
2. Migration of the VMsin that migration plan isin progress.

About this task

The procedure details the steps to pause or cancel the migration at the migration-plan level; that is, the
migration of all the VMs in a migration plan.

If you want to pause or cancel the migration at the VM level, that is, the migration of specific VMsin amigration
plan, then see Pausing or Canceling Migration of Specific VMs in a Migration Plan on page 257.

Note: If you cancel the migration till cutover state, the source VMswill be automatically cleaned up if the Automatic

preparation mode is selected. If the preparation mode selected is Manual, no cleanup is performed by Move. However,
you can perform manual cleanup.

For more information about performing manual cleanup, see Manual Cleanup for VM Migrations on
page 295.

Procedure
1. Go tothe Move dashboard.
2. Identify the migration plan whose VM migration you want to pause or cancel.

3. Click the corresponding vertical elipsisicon (under the Status column).
A context menu appears with the options Pause and Cancel.

4. To pause or cancel the migration, select the appropriate option from the context menu.

Pausing or Canceling Migration of Specific VMs in a Migration Plan

Before you begin

1. Ensurethat amigration plan is created.
2. Migration of the VMsin that migration plan isin progress.

About this task

The procedure details the steps to pause or cancel the migration at the VM level; that is, the migration of
specific VMs in a migration plan.

Procedure

1. Go to the Move dashboard.

2. ldentify the migration plan whose VM migration you want to pause or cancel.

NUTANID Move | Pausing or Canceling a VM Migration | 257



3. Click theIn Progress status of the migration plan (under the Status column).
The resulting interface displays the summary of the ongoing migration.

4. ldentify the VM(s) for which you want to pause or cancel the migration, and select the corresponding checkbox.
Pause and Cancel buttons are now enabled.

5. To pause or cancel the migration of the selected VM(s), click the appropriate button.
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ENVIRONMENTS AND MIGRATION PLAN
MANAGEMENT

You can manage the existing environments and migration plans from the Move dashboard. You can
Refresh, Edit, or Remove an environment and Start, Pause, Resume, Cancel, Edit, or Delete the
migration plans. Move also provides the option to view the configurations of the VMs in a migration plan.

Basic Actions for Existing Environments

Theellipses icon in the left column of the dashboard includes the following actions that can be performed on any
existing environment:

Environments + Add Environment elielk e dlipezs
Clhic C

perform a
existing

10.136.72.150

ESXi VMware vCenter Refresh

10136.72150 Edit ition Plans

Remove
n Name VMs

10.136.72.28
New Migration Plan 1
AOS AHV Prism Element

10136.72.28

Figure 86: Actions Button for Environments Management

* Refresh. Refreshesto the latest changes made to the environment.

* Edit. Updates the existing environment.

For editing the environment, refer to Adding Environment section for the respective environment.

* Remove. Removes the existing environment.

Basic Actions for Migration Plans

Y ou can click the name of amigration plan and get an insight of the migrated size, status, and details of the migrated
VMs.

For more information on limits for data sync during migration, refer to Limits for Data Sync during Migration on
page 260.

The Action drop-down in the Status column of the Migration Plans page includes the following actions:

* Start. Startsthe already created migration plan. The status changes to Validating Plan, and then to Migration in
Progress. Once the migration is complete, the status changes to Migration Completed.

Note: You cannot edit or delete a migration plan once the migration is started.

* Pause. Pausesthe migration that isin progress. The status changes to Migration Paused. This option isonly
available once you start amigration plan. When a migration is paused, you can either resume, cancel, or delete the
migration.

* Resume. Resumes the paused migration. This option isonly available once you pause a migration plan.
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* Cancel. Cancelsthe migration. The status changes to Canceling Migration, and then to Migration Cancelled.
Once the migration is canceled, you can only delete the migration plan, and cannot perform any other actions on
that migration plan.

» Edit. Updates the existing migration plan.

For editing the migration plan, refer to Creating a Migration Plan section for the respective source and target, and
follow the process from Step 4.

* Delete. Deletes the existing migration plan.

View VM Configurations

Move provides the option to view the configurations of the source and target VMsin amigration plan.
To view the VM configurations of a migration plan, do the following:

1. Inthe Move dashboard, click the status of a migration plan.

The resulting screen displays al the VMswhich are part of the selected migration plan along with the
configuration details of each VM.

2. Click View VM Configs.
VM details window appears displaying the properties of the source and target VMs.

Limits for Data Sync during Migration

Move supports concurrent migrations and allows users to create and start the migration of multiple migration plans
in parallel. To ensure the source providers are not overloaded and avoid throttling errors, internally Move maintains
rules to limit the number of concurrent disks (migrations) which can be in data sync phase during migration.

Move allocates its resources to the initial set of disks and once data transfer is completed for one of the disks, it will
pick up the next disk in the queue.

Following are different limits for data transfer and if any of these limits are reached, subsequent transfers of disks are
not started till some of in-progress data transfers complete.

Source Type Limit
Number of Disks per Move Instance 32
Number of Disk per ESXi Host 8
Number of Disk per Provider (ESXi/Hyper-V) 32
Number of Disk per Provider (AWS) 8
Number of Disk per Provider (Azure) 8

Note: If ongoing migration disk is of size greater than 2 TB, then all other migrations of the same ESXi host will bein
queue.

For example,
« |If 8 disksfrom agiven ESXi host are in data transfer phase, any new VM migration from that specific host will be
queued till one of the disks completes data transfer.

« |If 8 disksfrom 4 ESXi hosts arein data transfer phase (all 32 disk slots arein use), any new VM migration will be
queued till one of the disks completes data transfer.

When the VMs are in queue for data sync and waiting for resources, Move Ul showsthe VM status as In Queue.

In the following image, migrations started for multiple single disk VMsin parallel. Move started the migration of 8
disks (VMs) in paralel and the rest of VMs are in state In Queue for Resources. For example, VM-10.
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Figure 87: Parallel Migration of Single Disk VMs

Move picked up VM-2, VM-3, VM-15, and VM-10 and started data seeding. Once data seeding was completed for
these four VMs, rest of the VMs were in queue. For example, VM-12 isin queue and will wait for the next available
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Figure 88: Status Change of VMs during Parallel Migration

NUTANIXX

Move | Environments and Migration Plan Management | 261



FILES MIGRATION

Nutanix Move supports the migration of files from externa file serversto Nutanix file servers. You can create a
migration plan to seed data, perform cutover, and monitor the progress of the migration of files.

Move manages data migrations by running iterations. It runs the first iteration of a share when a migration plan (that
is associated with the share) isinitiated. After the first iteration is complete, changes at the source are copied to the
target through subsequent iterations. These subsequent iterations are triggered automatically once every 24 hours as

long as the migration plan is active.

The following topics discuss the steps to create a files migration plan, initiate the plan,

performed while the plan is active.

Note:

and the operations that can be

» Before upgrading afile server VM (FSVM), ensure to complete all the migrations.

e You can perform shares migration using Nutanix Files also. For more information on how to migrate
shares using Nutanix Files, refer to Share Migration in Nutanix Files User Guide.

Requirements

This section lists the requirements for files migration.

« Supported browser: Google Chrome.

» NFS shares at the source server must have the System Authentication configured.

» Source NFS shares must be accessible and discoverable using the external | P address of the file server VM

(FSVM).

« SMB file servers must be added with a user who has backup operator role.

« For SMB shares migration, both the source and target file servers must be present in the same domain.

« ThelP address of the Move appliance must not be within the same subnet as the private network of the FSVMs.

Recommendations

This section lists the recommendations for files migration.

« Do not migrate more than 100 sharesin a Move appliance.

¢ Perform amaximum of five share migrations concurrently.
Limitations

This section lists the limitations for files migration.

« Name of afiles migration plan can have a maximum of 60 characters.

* Fully qualified domain name (FQDN) can have a maximum of 70 characters.

»  Movewill not perform the cleanup of the source and target servers after migration.

Unsupported Features

This section lists the unsupported features for files migration.
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» Migration to atarget share that has a storage limit (MaxSze) configured.
* NFS Shares with authentication type None and Kerberos.
e NFS Shares with Root_Squash.

*  Shareswith:

« Protection policy
o Tier
* Smart Disaster Recovery (DR)
« Addition of asource file server with a User Principal Name (UPN) format username is not supported.
Example: john.doe@nutanix.com

« Microsoft Windows file servers with deduplicated files'volumes.

Creating a Files Migration Plan

The topic discusses how to create a files migration plan using Move.

About this task

To create a files migration plan, do the following.
Procedure

1. Logontothe Move VM.
Select Migration Type window appears with the options - VM and Files.

2. Select Files and click Continue.
Move dashboard appears with the Migration Plans page selected by default. If any Files migration plans were
already created in the Move VM, then they appear in this page.

Note:

* The Shares page displays details of the shares that have been migrated.

* TheFile Servers page displaysthe list of file servers that have been added as source or target in
the migration plans.

* You can switch between VM migration dashboard and files migration dashboard by selecting the
corresponding menu name in the menu bar.

Migration Plans Shares File Servers

Figure 89: Option to switch between migration dashboards

3. Onthe Move dashboard, click + New Migration Plan.
Enter Migration Plan Name window appears.
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4.  Enter aname for the new migration plan and click Proceed.
New Migration Plan screen appears with the Select Source and Target screen selected by default.

If there are any pre-existing Files migration plans in the Move VM, then a dropdown menu appears under both
the fields Target Nutanix File Server and Source File Server. The dropdown menus list the file servers
that were previously saved to the Move VM. If there are no pre-existing Files migration plansin the Move VM,
then the dropdown menus do not appear.

Note: You can edit the migration plan name by clicking the pencil icon next to the name.

5. IntheTarget Nutanix File Server field, do the following.

If you want to select afile server from the previously saved target file servers, then select one from the
dropdown menu (applicable if there are any pre-existing Files migration plansin the Move VM).

If you want to add a new target file server, then perform the following steps. Else, go to step 6 on page 264.
a. Click + Add New Target. The New Target Nutanix File Server window appears.
b. Under Name, enter anamefor the target file server.

c. Under FQDN Details/Address, enter the Fully Qualified Domain Name (FQDN) details or the | P address
of the target file server.

d. Under User Name and Password, enter the login credentials of the target file server in the respective
fields.

The credentials must be of a REST APl user. To create a REST API user, see Managing REST API Roles
topic in Nutanix Files User Guide.

e. Click Add.

6. IntheSource File Server field, do the following.

If you want to select afile server from the previously saved source file servers, then select one from the
dropdown menu (applicable if there are any pre-existing migration plansin the Move VM).

Note: When a source file server and atarget file server are added to a Files migration plan, they are tightly
coupled. If you want to add a source server that is already coupled with another target server, then the source will
not appear under the dropdown menu options under Source File Server. You must add it as a new source file
server under a different name.

If you want to add a new source file server, then perform the following steps. Else, go to step 7 on page 265.
a Click + Add New Source. The New Source File Server window appears.
b. Under Name, enter aname for the source file server.

C. Under FQDN Details/Address, enter the Fully Qualified Domain Name (FQDN) details or the |P address
of the source file server.

d. Under User Name and Password, enter the login credentials of the SMB File Server in the respective
fields.

Note: If you have only NFS shares, then do not enter the login credentials. This will result in failure to add
the source file server as Move uses these credentials to discover SMB shares.

e. Click Add.

NUTANIDX Move | Files Migration | 264


https://portal.nutanix.com/page/documents/details?targetId=Files:fil-file-server-rest-api-access-t.html

7. For Replication Type, select one of the following options:

* Sync: Replicatesfiles from the source to the target. It replaces the files in the target with the updated ones
from the source. It also replicates any files in the source that are missing in the target.

It does not delete any files in the target.

* Mirror: Also replicates files from the source to the target. Similar to Sync, it replaces the filesin the target
with the updated ones from the source. It also replicates any filesin the source that are missing in the target.

However, it deletes the files that are present only in the target and not in the source.

Click Next.
Select Shares screen appears.

8. Inthe Select Shares screen, do the following:
a Click + Add Share.

b. Clicking on thefields, Source and Target, displays the discovered shares in the source and target file
server respectively. Select the required source and target shares under the respective fields.

Note:

e Migration is supported between primary protocols only.

Hence, for a multi-protocol source share, the protocol of the associated target share must be the
same as the primary protocol of the source share. Otherwise, the migration will fail.

e Movelists only the primary protocol of the target share.

» |f you want to enter a custom path for these fields, then you can do so manually. Both the fields
are editable. Use forward slash as the directory separator in the path.

* |f you enter a custom source path under Source, ensure that the path is present in the source
share.

» |f acustom target path entered under Target is missing in the target share, then Move will
create it in the target share.

c. Fromthe Replication Type dropdown menu, you can change the replication type.
d. Under Actions, click the check mark to save the Share mapping entry.

e. To add another Share for migration, go to step 8.a on page 265.

Note: You can edit or delete a Share mapping entry by clicking the pencil icon or the bin icon respectively under
Actions.

Click Next.
Move validates the Share mapping entries. If the validation is successful, Migration Settings screen appears.

If Move encounters any issues during validation, it warns that the validation has failed and indicates which
Share mapping entries have issues.
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10.

In the Migration Settings screen, do the following if you want to schedule the migration. If you do not want
to schedule the migration, click Next and go to step 10 on page 266.

a. Select Schedule Migration. Fieldsto select the date and time appear.
b. Select the date and time under the respective fields based on when you want to schedul e the migration.

C. Click Next.
Summary screen appears.

In the Summary screen, review the plan migration summary, and choose one of the following.

Note: Thefield No. of Shares in Migration Plan indicates the number of shares in this migration plan.
Clicking the shares-count displays the summary of these shares.
» Back: Click this option to go back to the previous screens.

» Save: Click this option to save the migration plan. Move dashboard appears with the Migration Plans
page selected by default. The saved migration plan is displayed in atable.

» Save and Start: Click this option to save the migration plan and start the saved plan. Move starts the
migration plan. The seeding process for the migration begins.

What to do next

If you have created a migration plan, then the next step is to start the migration plan. For more information, refer
to Starting a Files Migration plan on page 266.

Refer to the same topic for the next steps even if you have started the migration plan.

Starting a Files Migration plan

The topic discusses how to start a files migration plan in Move. It also includes information on pausing,
resuming, and canceling the migration of a share.

Before you begin

Ensure that you have afiles migration plan available for migration. For information on creating a files migration
plan, refer to Creating a Files Migration Plan on page 263.

If you have aready started the migration plan while saving it, then you can skip the first two steps in the following
procedure.

About this task

To start a migration plan, do the following:

Procedure

1

2.

In the Move dashboard (for files migration), identify the migration plan you want to start.

Click the vertical ellipsisicon next to Status of the identified migration plan. From the dropdown menu, select
Start to start the migration plan.

Move starts validating the migration plan. Once it is validated, Move starts seeding data. During data seeding, it
starts running the iteration to copy files from the source server to the target server.
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3. To monitor the progress of the migration plan, click Status of the plan.
The resulting Migration Plan screen provides information about the migration status of the sharesin the plan.

Note:

e The seeding process can take several minutes depending on the volume of data being migrated.

* To pause or cancel the migration of any shares, select those shares from the table, click Actions,
and select the corresponding menu item from the dropdown menu.

* Toresume the migration of shares that were paused, select those shares, click Actions, and select
Resume from the dropdown menu.

4. Wait for the iteration to complete. Once the iteration completes, the Migration Plan screen indicates the iteration
completion status.

If all the files have been migrated successfully, then the status fiel ds display the following messages.
- Last Sync Status: Completed
- Status: Ready to Cutover

If some files have failed to migrate successfully during the iteration, then the status fields display the following
messages.

- Last Sync Status: Completed with Failed Files
- Status: Ready to Cutover with Failed Files

5. (Optional) This step is applicable only if the migration plan has completed the iteration with failed files.
Perform the following steps to view the list of files that failed to migrate in the iteration.

a. Click the source share/path that completed migration with failed files.
Sync iterations window appears with details of all the iterations of the source share/path. The Status field
of theiteration that completed with failed files displays the message Completed with Failed Files.

b. Click Download Failed Files link under Status of the iteration that completed with failed files.
A CSV fileisdownloaded. Refer to thisfile to view the list of files that failed to migrate during the iteration.

c. Click Close to close the Sync iterations window.
What to do next
« After the migration plan has completed the iteration, you can do one of the following:

« Perform cutover of the sharesin the migration plan.
» Keep the migration plan active.
* To perform acutover of ashare, refer to Performing a Migration Cutover on page 268.

« If you keep the migration plan active, then Move will run iterations periodically to ensure that changes at the
source server are copied to the target server. Theiterations are triggered automatically once every 24 hours.

e You can manualy initiate a sync iteration (for ashare). Thisoption is not availableif aniteration isalready in
progress, that is, if the share isin the incremental data seeding state.

Toinitiate a sync iteration for a share, select the share, click Actions, and select Sync from the dropdown menu.
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* You can aso cancel an ongoing iteration for a share. This option is available only when an iteration isin progress,
that is, if the shareisin the incremental data seeding state.

To cancel an ongoing iteration for a share, select the share, click Actions, and select Cancel Current Iteration
from the dropdown menu.

Note: This cancels only the current iteration of the share. The migration plan remains active. The next automatic
iteration of the share will run as schedul ed.

Performing a Migration Cutover
After the files migration plan is started and the iteration is complete, you can perform the cutover of shares
in the plan.
Before you begin
Ensure that you have a files migration plan that has completed its iteration. For more information on how to
start a files migration plan and run it to completion, refer to Starting a Files Migration plan on page 266.
About this task

To perform the cutover of shares in a migration plan, do the following:
Procedure

1. Inthe Move dashboard (for files migration), identify the migration plan that has the shares you want to cutover.
Click Status of that plan.
The Migration Plan screen appears.

2. IntheMigration Plan screen, select the shares that you want to cutover, click Actions, and select Cutover
from the dropdown menu.
The cutover process begins. It will trigger the last sync iteration and start seeding data. The status fields reflect
the progress.

Note: To view the information of the current iteration and the sync iteration history of a share, click on the share.
A pop-up window will populate this information.

3. Wait for the cutover to complete. Y ou can monitor the cutover progress of the sharesin the Migration Plan
screen.
Once the cutover completes, the status fields reflect the completion status.

If al the files have been migrated successfully to the target server, then the status fiel ds display the message
Completed. Go to 9 on page 269.

If some of the files failed to migrate to the target server, then the status fields display the message Completed
with Failed Files. Move provides the option to retry migrating the files that failed to migrate during cutover.

If you want to retry migration of the failed files, then go to 4 on page 269. If you do not want to retry
migration and want to mark the share migration as complete, go to 7 on page 269.

NUTANIDX Move | Files Migration | 268



4.  Select the shares that have completed cutover with failed files, click Actions, and select Retry Failed Files
from the dropdown menu.

Note:

» Theoption to retry migration of filesis available only to those shares that have failed files after the
cutover.

» Move provides the option to retry the migration of failed files only once per share.

A pop-up window appears prompting for confirmation.

5. Click Confirm.
Move reattempts the migration of the failed files. The status fields will reflect the status of the migration
progress.

6. Wait for the migration to complete. Y ou can monitor the migration progress of the filesin the Migration Plan
screen.
Once the migration completes, the status fields reflect the completion status of the migration.

If al the files have been migrated successfully to the target server, then the status fiel ds display the message
Completed. Go to 9 on page 2609.

If some of the files failed to migrate to the target server again, then the status fields display the message
Completed with Failed Files. Y ou cannot reattempt the migration of the failed files again.

7.  Select the shares that completed with failed files, click Actions, and select Complete from the dropdown
menu.
A pop-up window appears prompting for confirmation.

8. Click Confirm.
The selected share is now marked as Compl eted.

9. Click the vertical elipsisicon next to Status of the share that completed migration and select Delete from the
dropdown menu.
A pop-up window appears prompting for confirmation.

10. Click Continue.
The shareis deleted from the migration plan.

Performance Matrix for Large Shares Migration
This section provides the performance matrix of Move during the migration of large shares.

The following table provides the performance numbers from the Move lab. The performance was tested considering
the parameterslisted in the table.
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Table 22: Performance Numbers for Files Migration

Total
Migration
Size

1TB

1TB

NUTANIXX

Number of
Files

18 million

450

Time Taken
for Data
Seeding

17 hours

6 hours

Time Taken Source I/O
for Cutover

1 hour, 30 N/A
minutes

40 seconds N/A

Data Churn FSVM
details

N/A Nodes: 3
CPU: 8
Memory: 12
GiB

N/A Nodes: 3
CPU: 8

Memory: 12
GiB

Move | Files Migration | 270



MOVE ADMINISTRATION

Y ou can upgrade, uninstall, and modify the Move configurations.

Move Upgrade Management

Y ou can upgrade to a new version of Move to use the latest available features. The dashboard displays the current
version and an option to upgrade the Move VM to the latest version when a new version is available for upgrade.

Note:

* You can now upgrade to the latest Move version only from the last three major releases along with the
minor releases during that interval; that is, for Move 4.8.0, upgrade is supported from 4.5.0, 4.5.1, 4.5.2,
4.6.0, and 4.7.0.

Until Move 4.7.0, you could upgrade to a newer Move version only from the last two major releases
along with the minor releases during that interval.

* To upgrade to the latest Move version from aversion that is older than the last three major rel eases, you
need to perform a chain upgrade; that is, continue upgrading Move to the highest version possible until
you have the required Move version installed.

For example, to upgrade Move 3.3.0 to Move 4.8.0, continue upgrading Move to the highest version
possible until you have Move 4.8.0 installed.

e From Move 4.0.0 onward, Move requires 8 GiB memory. If you are using older versions of Move,
upgrade the memory to 8 GiB before upgrading Move version to 4.0.0.

e Itisrarely observed that upgrade from 3.2.0 proceeds even though it is not allowed and restricted. Note
that the preceding upgrade flow is not supported.

Y ou can upgrade Move in the following two ways:

e Online Upgrade - If the Move VM is aready connected to the Internet, the system automatically detects the latest
version and you can perform the one-click upgrade operation.

For more information, refer to Upgrading Move Online on page 271.

« Offline Upgrade - If the Move VM is not connected to the Internet, you can upgrade the server in offline mode by
uploading the binary.

For more information, refer to Upgrading Move Offline on page 273.

Note:

« Both online and offline upgrade require some application downtime to ensure that Move loses no data
during the upgrade.

» Toreset the upgrade state of the updater container, run the following command:

updater-op -t -r -y

Upgrading Move Online

You can upgrade Move to the latest available version by using the one-click upgrade method.
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Before you begin

If the Move VM is deployed behind the firewall, online update will not work and you will also not receive the
update notifications. To perform an online upgrade and to receive the update notifications, add the firewall

rules to accept the IP addresses of the following URLS. You can also use the nslookup command to get the
list of IP addresses.

e auth.docker.io
e registry-1.docker.io

* index.docker.io

About this task
To upgrade Move, do the following:

Procedure

1. Log onto the Move Ul by using a supported web browser.
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2. Inthe gear icon drop-down ligt, click Upgrade Software.

Select Source and Target Add VMs to the Plan
Select Source and Target Select the VMs you
nnnnnnnnnnnnn want to migrate.

Figure 90: Settings Menu: Upgrade Software

The Upgrade dialog box displaysthe latest available version of Move. Also, a notification New Update
Available appears.

Upgrade
Current Version
370
Latest Version
372

Release Notes

AHV to AWS Migrations - Additional options for subnet and
instance selection

Upgraded VirtlO to 11.6

Upload Upgrade Software Binary

upload the binary instead of dc

Upgrade

Figure 91: Upgrade Dialog Box

3. Click Upgrade.
A confirmation message is displayed after the upgrade is complete.

4. Log on again to access the updated version of Move.

Upgrading Move Offline
You can upgrade Move VM to the latest available version without connecting to the Internet by uploading

the binary.
Before you begin

When you are connected to the Internet, you must download the Move offline upgrade package from
Nutanix Support Portal, and unzip it to keep the move-offline-upgrade-x.x.x.x.tar.gz binary file and the
update_info.json metadata file. Here, x.x.x.x is the version number of the file.

Note: You can perform offline upgrades from Move 3.1.0 version onward. Offline upgrades from 3.0.3 and earlier
versions are not supported.
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About this task

To upgrade Move, do the following:
Procedure

1. Logontothe Move Ul by using a supported web browser.

2. Inthe gear icon drop-down list, click Upgrade Software.

Select Source and Target Add VMs to the Plan Move VMs
Select Source and Target Select the VMs you Start or Schedule a Migration
Environments, want to migrate. Plan and track its progress.

Figure 92: Settings Menu: Upgrade Software

The Upgrade dialog box displays the latest available version of Move and a section to perform an offline
upgrade by uploading the binary file. Also, a notification New Update Available appears.

Upgrade

Current Version
370

Latest Version

372

Release Notes

o AHV to AWS Migrations - Additional options for subnet and
instance selection

Upgraded VirtlO to 116
Learn More

Upload Upgrade Software Binary

upload the binaryfnstead of d

Figure 93: Upgrade Dialog Box

3. Under Upload Upgrade Softwar e Binary section, click Upload the Binary.
An Upgrade page appears to choose the binary file and metadata file
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4. Click Choose to select the downloaded binary and metadata file.

Upgrade

Cancel

Figure 94: Upload Software Binary for Upgrade

5. Click Upload, and then click Upgrade.
The binary and metadata files are now uploaded and upgrade is performed.

6. Log on again to access the updated version of Move.

Undeploy Move
Y ou can undeploy Move by undeploying the VM through the CL1 or deleting the VM from Prism Element Ul.

Note: Nutanix recommends undeploying Move with the CLI instead of deleting the Move VM. This action allows
Move to automatically clean the NFS allowlist exceptions created during the Move deployment.

Undeploy Move (CLI)
You can undeploy Move by undeploying the VM through the CLI.

About this task
To undeploy the Move VM by using the CLI, do the following:

Procedure

1. Openthelocal CLI of your operating system.
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2. Browse to the deployment utility folder location and run the deployment utility.
$ binary_name -c cluster-virtual _i p_address
Replace the bi nar y_name with the name of the binary for your operating system.
For more information, refer to Move Software Package on page 11.

Replacecl ust er-virtual _i p_address with the FQDN or the IP address of the cluster.

Note: Usethe- u parameter to log on. For more information, run the command . / bi nary_nane - - hel p.

3. Log on to the Prism Element with the admin user credentials.

4. To undeploy the Move VM, run the following command and when prompted for confirmation, enter Y

adm n@evn®$ undepl oy-vm
Note: The name of the Move VM must be Nutanix-Move; otherwise, the following command fails.

The Move VM undeploy can take afew minutes.

Undeploy Move (Prism Element Ul)
You can undeploy Move by deleting the VM from Prism Element UI.

About this task
To delete the Move VM from the cluster, do the following:

Procedure

1. Log on to the Prism Element Ul of the cluster with the admin user credentials where Move VM is deployed.
2. Goto Entity menu > Virtual Infrastructure >VMs .
Click List tab from the left navigation.

Select the VM name Nutanix-Move.

o >~ w

Click Actions, and then click Delete.
The Move VM isdeleted from the cluster.

Changing the Database Password

Nutanix recommends that you secure your database by changing the password of the database.

About this task

To change the password of your database, do the following:
Procedure

1. OpentheMoveCLI.

2. Run the following command as the root user, and then press Enter.
root @ove on ~ $ chdbpasswd

The following message appears. Changing the postgresgl DB password for user ‘admin’ and database 'datamover’.
WARNING: This operation will restart postgresgl and mgmtserver services.
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3. Typethe password and press Enter.

New passwor d:

4. Confirm the password and press Enter.

Ret ype new passwor d:
Witing updated config to file: /opt/xtract-vm resources/config.tonl
Restarting postgresgl and ngntserver to reflect the password change. ..

The password is updated successfully and the new password is stored in /resources/config.toml.
5. Verify if the password has changed.
a. Moveto the Docker container of the management server.

root @mve on ~ $ ngnt server-shel |

b. Moveto the resources directory.

root @ove on ~ $ cd resources

c. Open the config.toml file to verify if the password is changed.
Resetting Admin Password
You can reset the password for the user admin. You need the password to log into the Move CLI.

About this task
To reset the admin password for Move VM, do the following:

Procedure

1. Openthe VM console from Prism Web Console
2.  Restart the Move VM

3. Whenthe VM starts up, press any one of the arrow keysto view the entry as shown in the following image:

AlpinesLinux Boot Menu

Figure 95: Boot Menu
4. PressTabto edit the entry.
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5. Append init=/bin/bash at the end of line as shown in the following image:

z-virt root=UUID modules=sd

4 quiet rootfstype=ext4 cgroup_enable=memory swapaccount=1 in
itrd=ini init=/bin/bash

Figure 96: Command Append

6. PressEnter to start up the VM.
The VM starts up at the bash prompt.

7. Remount the root file system as read/write using the following command as shown in the image in Step 9:

mount -n -0 remount,rw /

8. Change the password for the admin using the following command as shown in theimage in Step 9:

passwd admin

9.  Enter the New password and Retype new password.

4.4% mount n -0 remount,rw
4.4# passwd admin
ew password:

Retype new password:
passwd: password updated successfully
bash-4.4% _

Figure 97: New Password Reset

10. Restart the VM with the following command:
reboot -f

Resetting Web Login Password
You can reset your password if you have forgotten it.
About this task
Note: The password reset command is unavailable when invoked from a remote machine.
To reset the web login password, do the following:
Procedure

1. SSH tothe Move VM as an admin.
Refer to Accessing Move VM with SSH on page 21.

2. Switch to the root user by entering the password of the Move VM.

adnmi n@ove on ~ $ rs
[sudo] password for adm n:

3. Gotothe Movehin.
root @ove on ~ $ cd /opt/xtract-vnibin

4. List the fileswithin the bin and open the CLI.
root @ove on ~ $ cli-Ilinux-and64

NUTANIDC Move | Move Administration | 278



5. Inthe CLI, run the password reset command.

| ocal host (Mve) » password reset

Enter new password for ' Move' user nutani x(10):
Reent er password for ' Myve' user nutanix(10):
Successfully reset the password [ CK]

| ocal host (Move) »

Output displays a success message, Successfully reset the password [OK].

Changing Web Login Password
If you know your password and you want to change your password, you can use the following procedure.
About this task
Note: The password reset command is unavailable when invoked from a remote machine.

To change the web logon password, do the following:
Procedure

1. SSH into the Move VM as an admin.

2. Switch to the root user by entering the password of the Move VM.
adnmi n@ove on ~ $ rs
[ sudo] password for adm n:

3. Gotothe Movebin.
root @mve on ~ $ cd /opt/xtract-vm bin

4. List the files within the bin and open the CLI.
root @ove on ~ $ ./cli-Ilinux-and64

5. Inthe CLI, change the password.

| ocal host (Move) » password change

Ent er password for 'Move' user nutanix(10):

Ent er new password for ' Mve' user nutanix(12):
Reent er password for ' Mwve' user nutanix(12):
Successful | y changed t he password [ OK]

| ocal host (Move) »

Output displays a success message, Successfully changed the password [OK].

Configuring Time-Out for Source Inventory Refresh

You can change the default time-out and configure a new time-out for source inventory refresh.

About this task

To configure a time-out for source inventory, do the following:
Procedure

1. LogontotheMoveCLI.
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2. Switch to the root user by entering the password of the Move VM.

adnmi n@ove on ~ $ rs
[ sudo] password for adm n:

3. Inthe command line, run the following command.

root @mve on ~ $ vi /opt/xtract-vn bi n/ docker - conpose. yni

4. Inthefile goto services > srcagent > environment, add the following line.
- VC_I NV_TI MEOQUT_M NS=10
5. Saveand exit thefile.

6. Restart the source agent service.

root @ove on ~ $ docker restart bin_srcagent 1

7. Refresh theinventory.

8. Verify the changesin the srcagent log.

Changing SSH Port

Move provides the option to access a Move VM with SSH. It also provides the option to change the SSH
port number. You can do this either through an SSH client or through the VM console. The following
procedure details the steps to change the SSH port number.

About this task

To change the SSH port number, perform the following:
Procedure
1. Perform one of the following depending on whether you want to use an SSH client or the VM console.

» (SSH client) Open an SSH client such as PUTTY (for Windows) or Terminal (for Mac).

» (VM console) In the Prism Element Ul, select the Move VM and click Launch Console.
2. Logontothe Move VM as admin using SSH.

$ ssh admi nC€<nove_vm i paddr ess>

Replace <nove_vm i paddr ess> with the IP address of the Move VM.

The Command Line Interface (CLI) prompts for the password of the VM.

admin@<nove_vm i paddr ess>'s password:

3. Typethe password and press Enter.
Y ou will be logged on to the Move VM.

4.  Switch to the root user.
adm n@ove on ~ $ rs
The CLI prompts for the admin password.

[sudo] password for admin:

5. Typethe admin password and press Enter.
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6. Change the SSH port number of the Move appliance.
root @ove on ~ $ change-ssh-port
The CLI asks whether you want to change the SSH port of the appliance.

7. Inputy and press Enter.
The CLI displays the current SSH port number. It also prompts you to provide the new port number for the SSH
port.

8. Typethe new port number for SSH and press Enter.
Note: If you provide aninvalid input for the new port number, then the CLI will prompt you to enter avalid one.

The new port number will be successfully configured as the SSH port of the Move appliance.

- (SSH client) Since the SSH port number has changed, you will be logged out of the current session. To log on
to the Move VM again using SSH, you must use the new SSH port number. Go to Step 9.

- (VM console) You will remain logged on to the current session.

9. (Applicableto SSH client only) Open anew SSH client window and log on as admin using the new SSH port
number.

$ ssh -p <new _SSH port> adnmi n@€nove_vm i paddr ess>

Replace asfollows:
e <new_SSH port > with the new SSH port number.
e <nove_vm i paddr ess> with the IP address of the Move VM.

The CLI prompts you for the password of the VM.

admin@<nove_vm i paddr ess>'s password:

10. (Applicableto SSH client only) Type the password and press Enter.
Y ou will be logged on to the Move VM using the new SSH port number.
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MOVE EVENTS OVERVIEW

Events dashboard displaysthe list of events happening in Move.

Click to download the
exported CSV _—

B Your previous request, export 1243 events as CSV is ready for download. Cancel Download Filters.
Click to go to Click to clear filter
< Back to Dashboard Move dashboard Select rows to display Status
Search by migration plan S P O Completed
Ymig ; Click to export to CSV 1410011243 © | 10 rows :
or VM name, or both O Defonct
Event Nam Migration Name VMName Stat StantTime § €nd Time Note(s O Failed
O In Progress
Set Bandwidth Cap Not Available Mar 7,2022, 5:30 am Mar 7,2022, 5:30 am Policy "VC-160-policy”: Cap set 9
Event Types
Set Bandwidth Cap Not Available Mar 6, 2022, 130 am Mar 6, 2022, 11:30 am Policy "VC-160-policy™: Cap set Slomal
O Global
Set Bandwidth Cap Not Available Mar 6, 2022, 5:30 am Mar 6,2022, 5:30 am Policy "AWS-BW-Limit": Cap set O Migration Plan
Set Bandwidth Cap Not Available Mar 6, 2022, 5:30 am Mar 6,2022, 5:30 am Policy "VC-160-policy": Cap set O VM Migration
Event Name
Set Bandwidth Cap Not Available Mar 6, 2022, 5:30 am Mar 6,2022, 530 am Policy "AHV-227-BW-Limit": Cap.
Set Bandwidth Cap Not Available Mar 6, 2022, 5:30 am Mar 6,2022, 5:30 am Policy "Azure-bw-imit’; Cap set
Set Bandwidth Cap Not Available Mar 5, 2022, 11:30 am Mar 5, 2022, 11:30 am Policy "VC-160-policy": Cap set
Select the filters
Set Bandwidth Cap Not Available Mar 5, 2022, 5:30 am Mar 5,2022, 5:30 am Policy "VC-160-policy”: Cap set
Cleanup Target ESX-AHV-15VMs-Multipriority 12411 Mar 4,2022, 119 pm Mar 4,2022, 1:19 pm Not Available
Cleanup Target Multidisk-multihost-3 Win- Mar 4, 2022, 115 pm Mar 4,2022, 1:15 pm Not Available

Figure 98: Events Dashboard

The following are the types of events.

« Global: Events happening at the appliance level that are not related to migration. For example, Service Restarted,
Add Provider.

e Migration Plan: Events happening at the migration plan level. For example, Create Migration Plan, Start
Migration Plan.

* VM Migration: Eventsrelated to VM migration level. Displays the tasks happening on a specific VM. For
example, Start VM Migration, Create Base Snapshot.

Note: Move supports 500K events as the maximum retention limit. Once this limit is reached, the oldest events get
purged to store new events.

Y ou can filter these events based on the following. Go to the Filters panein the right, and select the options.

» Status: Choose one or more status from Completed, Defunct, Failed and In Progress.
* Event Type: Choose one or more event type from Global, Migration Plan, and VM Migration.
* Event Name: Choose one or more event name from the list.

Y ou can aso search a particular Event Name and select it.

Additionally, you can also use the top filter to filter by either migration plan name, or VM name, or both. For
example, if you want to search a VM with name VM-255 in a specific migration plan (MP1), then enter the name of
the VM (VM-255) and the name of the migration plan (MP1) to filter the list of events specific to VM-255in MPL.

Events changes the status from In Progress to Complete, when the events are successful. Events can also move to
Failed or Defunct statusif not successful. In case any service inside the Move appliance is restarted, Move may not
be able to collect the information of the ongoing event in that service, and the status of that event will be marked as
Defunct
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For example, the VM Migration event of the Migration Plan event typewill beIn Progress state until that
specific VM migration is Completed or Failed. If the VM Migration eventsfails and you retry, anew event is
created.

Y ou can also view the start and end time of a particular event.

If you want to export the eventsasa CSV file, click Export to CSV. Oncethefile is exported, you will seea
notification to either download or cancel. You can click Download to download the exported file in your device.
Y ou will be notified once the download is complete. The downloaded file lists al the events (which are shown on
the user interface taking into account any filters applied). For example, if on the Events page, the total number of
records are shown as 1249, then the CSV file will have all 1249 events sorted by event creation times with latest
events shown first. The name of the downloaded file will be move-events-dat e-t i ne.csv

Note: You can only request one download at atime. The Export to CSV button will be disabled if the previous
download is aready in progress.

To go back to the Move Dashboard, click Back to Dashboard on the top-left corner.
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VIEW METRICS

View Metrics feature provides the option to view the health status of a Move appliance. Using Grafana
dashboards, Move provides a set of pre-defined dashboards. Each of them conveys the health status of
a Move appliance through various metrics. This topic describes how to view the health status of the Move
appliance.

About this task

Perform the following stepsto view the health status of a Move appliance using View Metrics.

Procedure

1
2.

Log onto the Move VM.

Click the gear icon from the top-right corner and then select View Metrics from the drop-down list.
A window opens displaying the health status of the system using Grafana dashboards. The dashboard for Docker
and system monitoring appears by default.

Click the Dashboards icon on the left pane and select Manage.
A browser window opens with the list of pre-defined dashboards.

Select the required dashboard from the list.
The corresponding dashboard opensin a new browser window.

Create new Grafana Dashboards

While Move provides pre-defined Grafana dashboards, it also provides the option to create new ones. You
can create new Grafana dashboards when logged on as an administrator.

About this task

Perform the following steps to modify a pre-defined Grafana dashboard.

Procedure

1
2.

Log onto the Move VM.

In the address bar of the web browser, type the following URL and press Enter.
https://<nut ani x- nove- i p>:3000

Where, <nut ani x- nove- i p> isthe IP address of the Move VM.

A warning about security certificate appearsin your browser.

Accept the security certificate warning and proceed.
Grafana welcome page appears, prompting for the login credentials.

Enter admin as the username and password. Click Log in.
Y ou are logged on as administrator.

Caution: Ensure to change the password for the Grafana dashboard after login. Anyone who knows the | P address
of the Move VM can log on to the dashboard using the default login credentials.

Modify the dashboard as required.

For example, you can edit or remove panels of the metrics shown in the dashboard since you have administrator
rights.
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6. Click Dashboard settings (gear icon) and then select Save as new dashboard.
Save dashboard as window appears.

7. Input aname for the dashboard in the Dashboard name field.
8. Select afolder from the Folder drop-down menu.

9. Click Save.
The modified dashboard is saved as a new dashboard.
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MOVE BANDWIDTH THROTTLING

Bandwidth throttling feature allows you to define the maximum available bandwidth for data transfer for a specific
source provider. You will also be able to schedule the application of this bandwidth threshold. Based on the specified
bandwidth threshold and schedule, Move will limit the data migration throughput rate for that source provider.

Note: The bandwidth threshold does not imply that the network traffic will be equal to the specified limit. It only
represents the upper limit of the network traffic, that is, the network traffic from the source provider will not consume
more than the specified bandwidth threshold.

Y ou can access this feature from the Move dashboard and create bandwidth throttling policies. Y ou will also be
able to edit, deactivate, or remove these policies. Changes to the policies will be applied immediately to the source
provider, including any ongoing migration plans.

Create Bandwidth Throttling Policy

Move provides the option to create a bandwidth throttling policy for a source provider. This topic details the
procedure to create a policy.

About this task
To create the bandwidth throttling policy, do the following:

Procedure

1. Logontothe Move Ul.

2. Click the gear icon from the top-right corner and then select Bandwidth Throttling from the drop-down list.
The resulting page displays the existing bandwidth throttling policies, if there are any already in place. It also
provides options to create new bandwidth throttling policies.

3. Click the Create Policy button.
Create Bandwidth Throttling Policy window appears.

4. OntheCreate Bandwidth Throttling Policy window, do the following in the fields mentioned below:

a. Policy Name: Enter aname for the policy.

b. Select source: Select the source from the drop-down menu options.

A source can be part of asingle bandwidth policy only. If a source in the drop-down menu optionsis grayed-
out, it implies that the source is already part of apolicy.

Note: Hyper-V isnot supported as a source for bandwidth throttling.
c. Frequency: Select the frequency.

* To activate the bandwidth policy on all the days of the week, select the All Days option.

* To activate the bandwidth policy for a specific time duration (on aweekly basis), select the Specific
Duration option. Select the time rangesin the From and To fieldsto specify the time frame. Select the
days from the Days of the week drop-down options.

Note: Thetime zone where the Move appliance is located is considered.

d. Bandwidth Limit: Enter the bandwidth limit in MBps. The highest bandwidth value that can be entered is
100000 MBps.
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5.

Click Next.
The resulting window shows the overview of the options selected.

Click Save and Activate.

The policy is saved and activated. The Status of the policy is shown as Active. Once activated, any migration
that happens from the source will not consume more than the bandwidth limit of the policy during the scheduled
time frame.

Note: If you want to only save the bandwidth policy and not activate it, select the drop-down icon next to Save
and Activate and click Save Only.

Update Bandwidth Throttling Policy

Move provides the option to update bandwidth throttling policies. This topic details the procedure to edit a
policy by adding schedules.

Before you begin

Ensure that you have at least one bandwidth throttling policy created in Move.

About this task

To update the bandwidth throttling policy, do the following:

Procedure

1
2.

Log on to the Move UI.

Click the gear icon from the top-right corner and then select Bandwidth Throttling from the drop-down list.
The resulting page displays the existing bandwidth throttling policies. It also provides options to edit these
policies and create new ones.

Click the Edit option corresponding to the bandwidth throttling policy that you want to update.
Update Bandwidth Throttling Policy window appears for the selected policy.

Click Add New Schedule.
Options to include an additional schedule to the bandwidth throttling policy appears.

Select the time ranges from the From and To fields to specify the time frame.
Select the days from the Days of the week drop-down options.

Enter the bandwidth limit in the Bandwidth Limit field in MBps. The highest bandwidth value that can be
entered is 100000 MBps.

Click Save.
The new schedule isincluded under Bandwidth Throttling Schedule(s) of the policy.

Click Update and Activate.

The policy is updated and activated. The new schedule is included to the policy and the Status of the policy is
shown as Active. Once activated, any migration that happens from the source will not consume more than the
bandwidth limit during the scheduled time frame.

Note: If you only want to update the bandwidth policy and not activate it, select the drop-down icon next to Save
and Activate and click Save Only.
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Monitor Bandwidth Usage
Move provides the option to monitor the bandwidth usage in the Move appliance. This topic details the
procedure to navigate to the dashboard that shows this data.
About this task

To monitor the bandwidth usage, do the following:
Procedure

1. Logontothe Move Ul.

2. Click the gear icon from the top-right corner and then select Bandwidth Throttling from the drop-down list.
The resulting page displays the existing bandwidth throttling policies, if any. It also provides options to edit the
existing policies and create new ones.

3. Click View bandwidth usage.
A dashboard opens displaying the details of bandwidth usage and real-time throughput on the Move appliance.

Virtual Machine (VM) Priority

Nutanix Move provides the option to set the priority of virtual machines (VMs) for migration. This topic
discusses the impact of VM priority on scheduling migrations and allocating bandwidth for migrations.

Move supports starting the migration of multiple migration plans simultaneously. To ensure that source providers

are not overloaded and throttling errors are avoided, Move maintains rules internally to limit the number of disk
migrations that can be performed simultaneously. When the number of disks being migrated from a particular source
reaches this limit, any additional disks considered for migration are added to a queue. The queued disks are scheduled
for migration after the ongoing migration of one or more disks is compl ete.

Move provides the option to set the priority of aVVM while creating amigration plan. It provides three priority levels:

* High
e Medium (default priority level)
* Low

Once amigration plan is started, the priority of the VMsin that plan cannot be modified.

Scheduling
Move uses VM priority for scheduling. It schedules the disks of higher-priority VMsfirst for migration.

If additional disks are considered for migration when the number of disks being migrated has reached the threshold
limit, Move performs the following steps:

1. Preempt the migration of the lowest-priority disk.
2. Schedule the migration of the highest-priority disk.

Note: When the cutover of aVM isinitiated, the disks of that VM are set to the highest-priority level. This ensures that
the cutover is not blocked due to other ongoing migrations.

Example: If three VMs are scheduled for migration, with their priority set to High, Medium, and Low individually,
Move first schedules the high-priority VM for migration, which is followed by the medium-priority VM and the low-
priority VM in sequence.
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Allocating Bandwidth

Move uses VM priority for allocating bandwidth. It allocates more of the available bandwidth to the disks of higher-
priority VMs. If the throughput of higher-priority VMs consumes all the available bandwidth, the lower-priority VMs
are queued. The queued VMswait for bandwidth until the migration of higher-priority VMsis complete.

If the source for amigration plan is ESXi, Move allocates more data streams to the higher-priority VMs than to the
lower-priority VMs. The data streams are allocated in the ratio of 4:3:2:1 for the highest-, high-, medium-, and low-
priority VMs, respectively. This enables the higher-priority VMsto transfer data faster than the lower-priority VMs.

Note: The highest-priority level isfor VMsin the cutover phase or the test migration phase.

Example: Assume that three VMs are available for which the priority is set to High, Medium, and Low individually,
and the data seeding for these VMsis under way with ESXi as the source. If 16 data streams are available, Move
allocates them as follows:

* High-priority VM: 8 data streams
*  Medium-priority VM: 5 data streams

e Low-priority VM: 3 data streams

This prioritization results in the higher-priority VMs getting alarger share of the available bandwidth than the lower-
priority VMs. Once the data transfer for the high-priority VM is complete, Move reall ocates the data streams as
follows:

e Medium-priority VM: 11 data streams

e Low-priority VM: 5 data streams
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MOVE APPLIANCE SETTINGS

The Move Appliance Settings page allows you to view and configure the settings of the Move appliance. It
provides the following options:

* Snapshot Configuration provides the option to configure the interval at which snapshots are taken for any
migration environment.

* Docker Bridge IP displaysthe Docker Bridge | P address.

* NTP Servers provides the option to configure NTP servers.

Snapshot Configuration

Move provides the option to configure the interval at which snapshots are taken for any migration
environment. This topic details the procedure to configure the snapshot interval.

About this task

To configure the snapshot interval, do the following.
Procedure

1. Logonto Move.

2. Click the gear icon on the top-right and select Appliance Settings from the drop-down menu.
Move Appliance Settings page appears.

3. From the Settings pane on the left, select Snapshot Configuration.
Snapshot Configuration page opens. The table displays the duration of the snapshot interval for each of the
source providers.

4, Edit theinterval for the source providers as necessary.
Under Actions, click the edit icon, edit the interval as necessary, then click the tick icon.

Note: The maximum allowed snapshot interval for the source providersis as follows:

e VMware ESXi: 72 hours (4320 minutes)
e Others: 24 hours (1440 minutes)

The table displays the updated values.
5. Ensure that the updates made to the Duration column are saved.

a Click Back to Dashboard on the top left.

b. Open Snapshot Configuration settings page again by following Step 2 and Step 3.
The table reflects the updates made to the Duration column.

Docker Bridge IP
This page displays the Docker Bridge IP address in Move.

About this task

The following procedure details the steps to view the Docker Bridge IP address in Move.
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Procedure

1. LogontoMove.

2. Click the gear icon on the top-right and select Appliance Settings from the drop-down menu.
Move Appliance Settings page appears.

3. Fromthe Settings pane on the left, select Docker Bridge IP.
Docker Bridge IP page opens and displays the Docker Bridge | P address.

Note:

e The Docker Bridge | P address must not be the same as any other |P address in the cluster.
* To edit the Docker Bridge I P address, see KB-7135.

NTP Servers

Move provides the option to configure NTP servers.

About this task

The following procedure details the steps to configure NTP servers for Move.
Procedure

1. LogontoMove.

2. Click the gear icon on the top-right and select Appliance Settings from the drop-down menu.
Move Appliance Settings page appears.

3. From the Settings pane on the left, select NTP Servers.
NTP Servers page opens. Move has pool.ntp.org configured as the default NTP server.

4. (Optional) To add another NTP server, enter the hostname or the | P address of that server inthe NTP Server
field and click Add.
The new NTP server appearsin the Hostname or IP Address table.

Note:

* Movedoesnot allow adding an NTP server if the hostname or the IP address entered in the NTP
Server field isinvalid. Be sure to enter avalid hosthame or | P address while adding an NTP server.

e Todeletean NTP server, click the x icon of that server.

e Moverequires at least one active NTP server. If only one NTP server is configured, it cannot be
deleted.
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MOVE TROUBLESHOOTING

This section guides you through the troubleshooting steps for some of the issues you might face while
using Move.

Move Support Bundle Collection

Y ou can generate and download a support bundle that you can send to Nutanix Support for assistance. Support bundie
contains a collection of logs from the following sources:

¢ Nutanix-Move
* Nutanix-Move Hyper-V agent logs

Note: From Move 1.1.3 release, the support bundle includes the ping statistics of the source ESXi hosts and target
AHV hosts.

Downloading Support Bundle (Ul)

You can generate and download a support bundle from the Move dashboard that you can send to Nutanix
Support for assistance.

About this task

To download the support bundle from Move Ul, do the following:
Procedure

1. Logontothe Move Ul.

2. Click the gear icon from the Move dashboard, and then click Download Support Bundle.

Events Nutanix

Upgrade Software

Download Support Bundle
0VMs 1VMs 0 VMs D VMs

Experience Improvement

Realtime Logs
22 VMs + New Migration Plan Q : 1-10f1

Migration Plan

(@] N Source and Target VMs Data Size Migrated Data Size Elapsed Time Status
ame

Environments + Add Environment

AOS AHV Prism Element

ESXi VMware vCenter O Test-mp ESXi to AOS 1 196.77 GiB 92.89 GiB 1h 56m In Progress e

Figure 99: Support Bundle Download

Note: Download might take a few moments to begin.

A diagnostic bundle is generated and downl oaded as move-support-bundle.<dat e- of - downl oad>.tar.gz. For
example, move-support-bundle.Sep-27-2021-01 39 17.tar.gz

Downloading Support Bundle (CLI)

You can generate and download a support bundle from the Move CLI that you can send to Nutanix Support
for assistance.
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About this task

To download the support bundle from Move CLI, do the following:
Procedure

1. Log on asroot user into the Move VM.

2. To download the support bundle, run the following command:

root @mve on ~ $ support-bundl e
Note: Download might take afew moments to begin.
A diagnostic bundle is generated under the default directory or the dump path you specified in the support-bundle

--dump-path t ar get - di r ect or y script.

Checking Real Time Logs

Move provides an option to check the real time logs for all the Move components. If you face any issues
with a specific VM or migration, you can track a log from this window.

About this task

To check the real time logs, do the following:
Procedure

1. Logontothe Move Ul.
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2. Click the gear icon from the Move dashboard, and then click Realtime Logs

Dl Events Nutanix

Upgrade Software

Environments + Add Environment
Download Support Bundle
1VMs 0 VMs 0 VMs D VMs
Experience Improvement
AOS AHV Prism Element i
Realtime Logs
22 VM: + New Migration Plan Q s 1-10f1
Migration Plan
O Source and Target VMs Data Size Migrated Data Size Elapsed Time Status
Name
ESXi VMware vCenter O Testmp ESXi to AOS 1 19677 GiB 136.00 MiB 3m In Progress

Figure 100: Real Time Logs Sub-menu

Y ou can do the following:

* Filter the logs based on the component from the Filter Pane.
e Scroll up or select alog to pause the logs for better readability.
e Usethe browser-level search to search specific logs.

A list of real time logs are displayed in a new window.

/ Filter Pane Logs

Filters

All Logs
] httpserver
] srcagent
) mgmtserver
) diskreader
| diskwriter
| updater
] tgtagent
] postgres
) eted
] eventmanager

] diskreader_vddk601

Figure 101: Real Time Logs

Error Adding Provider

This section guides you through the troubleshooting steps for some of the issues you might face while
adding the provider in the Move Ul.

» Verify that you are using correct | P address or FQDN.
» Verify that the provider credentials are correct.

» Verify that the provider is DNS resolvable to | P address or | P address can be pinged from the Move VM.
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» Verify service account used has admin privileges.

Unable to Uninstall VMware Tools

This section lists the KB articles if you face any issues while uninstalling the VMware Tools from your VMs
after migration from ESXi to AHV.

Note: This section is only applicableif you cannot uninstall VMware Tools from the Windows VMs. This section is
not applicable for the Linux VMs.

Refer to the following KB articlesif you face any issues while uninstalling the VMware Tools.

¢ Nutanix KB article 10294
¢ VMware KB article 1001354

Manual Cleanup for VM Migrations

This section describes the steps one needs to perform for manual cleanup after VM migration actions such
as Cancel or Discard fail and the Ul displays the migration status as Cleanup Failed.

A VM migration can have different types of providers as Source and/or Target. The message in the info icon besides
the Cleanup Failed error clearly states whether only the Source or Target cleanup hasfailed or if both have failed.

Move might have performed some of the cleanup steps during its failed attempt as part of the Discard or Cancel
action. Proceed with the next stepsin case a step has already been performed.

Note: Guest VM refersto the VM being migrated.

The following sections list down the cleanup steps for different Source types and Target types:

AWS as a source

1. Removethe Guest VMs public IP address from the security group of the AWS agent of Move.

2. Delete al the snapshots taken by Move for the volumes of the Guest VMs. Snapshots are named as Move-
Shapxxxx.

Also search and delete the EBS volumes created from those snapshots by using snapshot-id.
3. Login to the Guest VMs and run the following cleanup scripts for Linux and Windows respectively:

For Linux: /opt/Nutanix/Uninstall/scripts/cleanup_installation.sh
For Windows: C:\Nutanix\Uninstall\scripts\cleanup_installation.psl

AHV as a source

Delete all the snapshots taken by Move for the Guest VMs. Snapshots are named as Move-Shapxxxx.

Note: This can be done using the V3 APIs of Prism.

Hyper-V as a source

Delete all the checkpoints taken by Move for the Guest VMs using the Hyper-V manager. The checkpoints are named
as Move-Shapxxxx.

1. Loginto the source VM.
2. Run the following cleanup scripts for Linux and Windows respectively:

For Linux: /opt/Nutanix/Uninstall/scripts/cleanup_installation.sh
For Windows: C:\Nutanix\Uninstall\scripts\cleanup_installation.psl
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ESXi as a source

1. Goto vCenter and delete all the snapshots taken by Move for the UVMs. Snapshots are named as Move-Shapxxxx.
2. Go to vCenter and disable CBT for the Guest VMsif it was originally disabled.

3. For ESXi Guest VM cleanup, download the following files from the HTTP server of Move and run it in the Guest
VM.

e For Linux Guest VM, download cleanup_installation.sh

e For Windows Guest VM, download cleanup_installation.psl

For example, if nove_i paddr ess isthe |P address of the Nutanix-Move VM, then download the following:

e For Linux: https://move_i paddr ess/resources/scripts/linux/cleanup_installation.sh

« For Windows: http://move_i paddr ess/resources/scripts/win/cleanup_installation.psl

AOS as a target

1. Onthe source Guest VMs, uninstall the VirtlO driver if thetarget iSAHV.
2. Deletethe partially copied vDisks from the AOS containers which are mounted inside the Nutanix-Move VM to
free up unwanted container space as shown in the following steps:

Note: If VM is successfully created on target (that is, VM migration is successful), Move automatically deletes
thesefiles.

1. Perform a SSH login to the Move VM and enter the root shell with the rs command.
If the target is AHV, then on the source Guest VM uninstall the VirtlO driver.
3. Find the vDisks for the VM(s) for which the cleanup has failed.

N

1. Change directory using cd to /opt/xtract-vm/datamover
2. Run{find . -name "*vdiskname*" |xargs s -Itr] for each vDisk and copy the full path and then run the rm
command on that path to delete thefile.

Example: In the following example, afind with the VM name as the keyword is performed and both the
vDisk for that VM came in the output since the vDisk name had the VM nameiniit.

The UUID in bold is the migration plan UUID. Before deleting this, you can match it in the Move Ul
with the migration plan under which the VMs are present. On the Move Ul, navigate inside the migration
plan by clicking the plan name and in the address bar. The last token is the migration plan UUID (https://
MOVE_IP/plan-detail s/’d43008ed-72d8-43c5-a404-4f93916ac538).

Note: find . -name "*RHEL-63-64bit*" [xargs Is -Itr

-rwxr-xr-x 1 diskwriter vmxtract 2147483648 May 15 2020 ./
CVM_10.136.74.14/1dd6f8b3-cAc6-42e7-928e-b5d2a6aa27f9/d 43008ed-72d 8-43c5-
a404-4f93916ac538/5554€915-16ca-5bch-9a70-

bOcfc693d0b9/2001 RHEL -63-64bit_1.vmdk.raw

-rwxr-xr-x 1 diskwriter vmxtract 2147483648 May 15 2020 ./
CVM_10.136.74.14/1dd6f8b3-cAc6-42e7-928e-b5d2a6aa27f9/d 43008ed-72d 8-43c5-
a404-4f93916ac538/0a6d5b57-074d-5bal-8c25-9a749a969¢6¢/2000_RHEL -63-32bit_1.vmdk.raw

3. Oncethefiles are deleted, the Curator full scan is run automatically to reclaim the free space.

Note: The space will be reclaimed after 8 hours. If you want to reclaim the space immediately, contact
Nutanix support.
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Testing Network Performance of Move
If you are facing any performance issues such as slow migration, you can run iPerf to troubleshoot network
related issues.
Pre-requisites: Exposing the iPerf3 port for the Throughput Test
To expose the iPerf3 port, do the following:
1. ExposetheiPerf port by adding the rule in /opt/xtract-vm/bin/docker-compose.yml.
In the docker-compose.yml file, in the specific container section, under ports, add the rule to allow the port.

For example, to run the iPerf3 from the diskwriter container, add the port mapping in the diskwriter - ports section
of the docker-compose.yml file. Exposing port 9100 in the following example.

ports:
- "127.0.0. 1: 3020: 3020"
- "9100: 9100"

2. Restart the Move service.

> svcrestart

Caution: Active migrationswill fail on service restart.

Running Iperf in Server Mode from Nutanix-Move VM
To run iPerf in the server mode, do the following:
1. Connect to the container shell.

For example, to enter diskwriter container, run thedi skwri t er - shel | command from the root shell.
2. Run the iPerf3 command.

> jperf3 -s -p port
For example,
> jperf3 -s -p 9100

3. RuntheiPerf3 command in the client mode with the same port from the VM where we try to check the network
throughpuit.

Running Iperf in Client Mode from Nutanix-Move VM

To run iPerf3 in the client mode, do the following:

1. MakesuretheiPerf3isrunning in server modein the VM to which the network throughput will be measured.
2. Enter the Move container from which the network performance will be measured.

For example, to test the performance from the diskwriter, enter diskwriter shell using command di skwri t er -
shel | .
3. Runtheiperf3 command in the client mode.

> jperf3 -c iperf3-server-ip -p -port
For example,
> iperf3 -c 10.1.1.100 -p 9100
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Debugging Stats
This section guides you through the steps for debugging the stats.

Move is composed of multiple internal services for reading, writing data, and coordination. Each service exposes stats
through REST/HTTP to localhost. Stats are also available in the support bundle for offline analysis.

[ adm n@\ut ani x- Move ~]$ service iptables stop
#Query stats from di sk reader, [ adm n@\ut ani x- Move ~]$ curl | ocal host: 8099/ debug/ vars

# disk witer, [adm n@\utani x-Mve ~]$ curl |ocal host: 2000/ debug/ vars
# source agent [adm n@\utani x- Move ~]$ curl | ocal host: 8085/ debug/ vars

#and target agent [adm n@\utani x-Move ~]$ curl | ocal host: 8086/ debug/ vars
[ adm n@\ut ani x- Move ~]$ service iptables start

Troubleshooting Ul Issues
This section guides you through the troubleshooting steps for some of the issues you might encounter in
the Move UI.
e SourcevCenter VM list is empty when selecting VMs for migration.

Troubleshooting step: Ensure to wait for afew minutes for Move VM to build inventory database and click the
Refresh link.

» If you refresh (F5) isthe browser, and if the GUI loads with no data.
Troubleshooting step: In the web browser, type https://i p- addr ess and logon again.
e When Ul shows an error message without any details.

Troubleshooting step: Download the Support Bundle logs containing extra error information.

Licensing Window Pops-Up

After the relocation of aVM from one physical host to another, the Microsoft Licensing mechanism checks for the
server hardware or Hypervisor change and requires the Microsoft Windows license to be reactivated. Thisis agenera
issue and not specifically limited to Move because the Microsoft Windows operating system is not hardware-agnostic
by design. So, there are no ways to preserve license or reactivate automatically using APIs or any other mechanisms.
Workaround: Reactivate Microsoft Windows license.

Workaround to fix thisissue is to reactivate Microsoft Windows license.

Missing Static IP Address Post Migration

If the static IP address is not assigned or the static IP address is lost after migration, you can check the
logs.

After the VM migration, previous assigned static |P addresses are lost. In Windows, you can collect the log files at C:
\Nutanix\Temp. In Linux, you can collect the log files at /opt/Nutanix/logs.

Note: The directory which storesthe log filesis available only if:

* you selected Automatic Preparation, or

* you run the generated VM preparation script after selecting Manual Preparation.

Contact Nutanix Support at https://portal.nutanix.com/ and send the log files.
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Setting Up Multihomed Environment

Move does not support multihomed environment setup, however, you can perform the following
workaround.

About this task

To setup a multihomed environment, do the following workaround:
Procedure

1. Create anew migration plan with the target container, and saveit.

2. Find the UUID of the chosen target storage container.

3. Allowlist the Move IP address in the target container from Prism Element.
<nmove- i p/ 255. 255. 255. 255>

4. SSHtothe MoveVM, and typet gt agent - shel | .

5. Create adirectory.

nkdi r /opt/xtract-vm dat anover/ CVM <cvm i p>/ <t gt _st orage_cont ai ner _uui d>

6. Mount the target container.

sudo nount -t nfs -o soft <CVM IP>:/<tgt_contr_name> /opt/xtract-vn dat anmover/
CVM <cvm i p>/ <t gt _st or age_cont ai ner _uui d>

7. Exit fromtgtagent-shell and start the migration.

VMs Reaching Maintenance Mode (AWS to AHV and AHV to AWS)

For AWS to AHV and AHV to AWS migrations, you might encounter incorrect login loop issue on the
migrated VM for Linux instances.

About this task

If the EC2 instance reaches the maintenance mode (incorrect login loop) in the source (AWS to AHV), restart the
EC2 instance once or twice till the EC2 instance starts in the default mode.

Note: Sometimes, you might require to restart the EC2 instance 4-5 times as well.
If the VM reaches the maintenance mode (incorrect login loop) in the target (AHV or AWS), do the following:
Procedure

1. Tolaunch the VM Console in default mode, pressthe Ctrl+D key.

N

Pressthe Enter key.
To login to the VM, enter the user name and password.

Type dracut -f.

o >~ W

Restart the VM

FreeBSD VMs are Not Starting on Target

FreeBSD (10.x versions) VMs are not starting on target after migration.
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About this task

To start the VM, do the following workaround:
Procedure

1. Shut downthe VM.
2. Setthe clock to Falseto disableit.
acli vmupdate <vm uui d> extra_fl ags=enabl e_hyperv_cl ock=0

3. Startthe VM.

Bringing Disks Online Post Migration (Windows)

You can bring the Windows disks online after the VM migration is complete. After the migration of VM
disks, they appear as new disks. Move brings the disks online automatically. However, if you chose to
bypass the guest operations, then perform the following tasks to bring the disks online after migration.

About this task

To bring the Windows disks online after migration, do the following:
Procedure
1. Log on to the Windows guest operating system in the VM.

2. Open acommand window or PowerShell console, and then log on as an admin.

3. Changethe SAN policy to bring al the disks online.
>> echo san policy=0OnlineAll | diskpart

All the Windows disks become online.
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